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Hi everyone, I’m Fengyuan Zhu, from the University of Toronto.
Today, I’m excited to share a project I worked on during my internship at Google
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I will start with a demo. �With our system, user can see a mirrored version of their physical smartphone—just like in the real world
But the mirrored phone may not work so good as the screen size is limited
here’s the thing: smartphone screens are small.
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So, we can project the phone’s interface into VR. This enhances legibility and usability.�A good thing is every action you take in the projected interface syncs with the physical phone. And vice versa—，what happens on the physical phone is mirrored in VR.
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User can also open an augmented view to enhance their experience. �The content within the augmented view is generated based on what they are viewing
And the interface tailored with the physical phone will turn into a controller interface, to support the augmented view



Motivation
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Motivation



The Integration 
of Personal 
Devices and XR
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As XR becomes more mainstream, pioneers are already exploring how to wear headsets for everyday tasks.
This raises an important question: How do we integrate other devices and related ecosystems into XR experiences effectively?



Smartphone Advantages

External electronic organ Haptic & precise input
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the smartphone holds a unique position. It’s everywhere—almost like a second organ. 
And it offers something XR often lacks: haptics



PhoneTroller CHI 2021 AboveScreen CHI 2024

DualCAD ISMAR 2016 BISHARE CHI 2020

Related works
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Many have already explored this space. From techniques to track the phone, utilize the phone as controller, enhance specific applications, and design pylosopy
new interaction paradigms like BISHARE, to better tracking, to various assistive applications.



Common Strategies for Phone-XR Integration

Video See-Through (VST) Phone Mirroring
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And with commercial hardware, we can use two way access the phone in XR today: Video see through and mirroring
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Everything seems ready. But at least today, an ideal phone-XR integration still hasn’t happened.

This photo in the left, taken at SIGCHI last year, says it all. 
Think of it, even the pioneer who wears XR headsets in their daily life, still need to take off the headsets, quit the immersion to interact with their phones.



Issues of Smartphones in XR:

1. Usability issue 
2. Unclear setups
3. Mock-up vs real-world applications
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Why is this the case? Let’s dig deeper.��Usability Issues
Recall the last slide, you can find how blur it is with VST, and the tiny screen in XR is not optimal for operation

Controller Dominance
Current approaches often rely too heavily on external controllers, which can feel disconnected from the natural use of smartphones.

Mock-up Applications
Much of the research is limited to prototypes or mock-ups, lacking real-world testing and scalability.
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Why is this the case? Let’s dig deeper.



Issues of Smartphones in XR:

1. Usability issue 
2. Unclear setups
3. Mock-up vs real-world applications

PhoneInVR CHI 2024 
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Why is this the case? Let’s dig deeper.�
Setups�When user want to use the phone in XR, where shall the interface attached?�Should that be something attached to the physical surface, or a float window project the phone works? �Whether we should go more views? Things are unclea



Issues of Smartphones in XR:

1. Usability issue 
2. Unclear setups
3. Mock-ups vs real-world applications
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主持人笔记
演示文稿备注
Why is this the case? Let’s dig deeper.��Usability Issues
Recall the last slide, you can find how blur it is with VST, and the tiny screen in XR is not optimal for operation

Controller Dominance
Current approaches often rely too heavily on external controllers, which can feel disconnected from the natural use of smartphones.

Mock-up Applications
Much of the research is limited to prototypes or mock-ups, lacking real-world testing and scalability.



It’s time to reshape the Phone + XR

• How can we enhance usability and readability with proper view setups
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Let’s talk about reshaping the future of Phone and XR integration.

First, how can we make phones more usable and readable in XR environments?

Next, how do we build a universal framework for real-world applications?

This framework needs to be generalizable and adaptable. No reinventing the wheel for every app.

It should support smooth transitions—between mirroring the phone and using XR-enhanced versions of mobile apps.

And importantly, the controller mode should enhance, not replace, the real app interface.

This is about creating a seamless bridge between the physical and virtual worlds. Let’s make it happen."



It’s time to reshape the Phone + XR

• Framework for real world applications
• Generalizable and adaptable, won’t 

reinventing the wheel for each app
• Intermediate states for transition
• Between mirroring and XR alternative
• Controller mode should not overwrite the real 

app interface
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Next, how do we build a universal framework for real-world applications?
Multiple meanings
1. We want the framework be xx and xxx
2. Should also support transitions between multiple views
3. Many people will argue an alternative software for all phone apps. We are in the middle, provide support for existing mobile apps
4. Existing works use phone as controller for benefits. We ackowloedge this, but the interface
This framework needs to be generalizable and adaptable. No reinventing the wheel for every app.

It should support smooth transitions—between mirroring the phone and using XR-enhanced versions of mobile apps.

And importantly, the controller mode should enhance, not replace, the real app interface.

This is about creating a seamless bridge between the physical and virtual worlds. Let’s make it happen."
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This is a galance of what we did, use the same framework to support different applications



Design Process
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Expert Workshop

Picking representative applications
1.  Exploring potential enhancements
could be applied and interactions
2.  Considering interfaces and transitions 
between different states
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9 experts workshop, all have experience developed with commercial XR and Smarthone applications

Go through literature
Pick several representative applications
Commonly used in the phone
Can be migrated in XR
For those applications
Discuss the enhancement and interactions
Generalizable form of interfaces and transitions
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This is what we collected during the workshop
Findings:
1. The major issue
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Based on the findings, we made this design space, to conclude things in a visual form
Display enhancements refers to the common pattern (which validated by existing works), of enabling the phone in XR
The phone interface specifically refers to the interface could be tailerd to the physical phone
And the interactions suggests common ways could apply with the phone-XR integration




22

主持人笔记
演示文稿备注
Here we want to emphasis the enhancements are dynamic, and can transit between each other
We set the magnified view as the intermediate states.�User can stay here, either use the phone as the phone, with better read / usab
And can also turn the phone apps being augmented 



Implementations
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As an evaluation driven prototype, our solution 



App Name: Google Shopping
Augmented View: 3D Model → Nintendo Switch
Controller View: item list (product name, price, etc)





Prototype purposes
● Physical phone for touching and tracking
● The phone UI in XR is re-rendered

Separate Haptic and Phone UI



Applications

28



主持人笔记
演示文稿备注
We select 6 applications, as partial results from expert workshop�The selection 
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For detailed results, please see our appendix



Validations
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User Study

• Recruit Experts to avoid novice effect
• Evaluate preference and coherence

across views
• Evaluate strength and weakness
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Expertise validation
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Go cross the proposed applications
We want to answer the following questions:�1. Whether the multiple view setups 
2. Preference across the three different set ups : Mirrored, Magnified, Augmented with tailored controller



Findings

• Preference between magnified and 
augmented varies

• 3D & Interaction types

• Interview Results
• Overarching positive feedback on Immersion, 

spatially enriched content,  legibility and 
enhanced usability.

• Challenges with juggling co-existing views
• Single view
• Customizable interface
• Controller interface



Future Directions

More apps, more states Real-time generated content Go beyond phone applications
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We tested three states for transit, in 6 apps
The app states are only tested one kind
More states

Generating, for both 2D interface and 3D gaussian splatting, from our amazing keynote speakers
Also we can use the Multi Model LLM to enhance our pipeline, which we have an ongoing work and hope to be released soon.

Recall our initial aim, we want a smooth way integrate phone apps into XR
Similar thing is required for other existing eco system, like desktop, tablet and webpage
�Happy to see the recent launched Android XR used similar strategy.




Thanks!
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