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1
Lack of data processing for input in-the-wild

The complexity of processing of input formats 
yields longer cycles between finding failure cases 
and fine-tuning new models. 



2
Lack of interactive data and model tuning

"models can be affected by over-fitting, so need to 
test with a large variety of image augmentations" (I2)



3
Loss of application context

“Metric doesn’t help <in my depth models>, it’s 
always good for all the models, so it’s no use. They 
need human eyes to evaluate.” (I6)



4
Lack of direct comparison and sharing

"I want to isolate bad examples of a specific error 
pattern to discuss with stakeholders." (I1)



5
Slow iterations

"A lot of time goes into visualization of challenge 
sets, benchmarking, and metrics. Usually takes 
weeks." (I2)



6
Insufficient controllability

"We need to integrate the model with other modules 
— (to evaluate whether) can we improve the higher-
level model?" (I7)



1. Visual programming for rapid prototyping 
2. Run real-time ML pipelines  
3. Input in-the-wild 
4. Interactive data augmentation 
5. Side-by-side comparison 
6. Off-the-shelf & customize models

Design goals



  rapsai  

A Visual Programming Platform for Rapid and Iterative 
Development of End-to-end ML-based Applications

  Visual Blocks for ML  →



Vocal: Michelle Carney



Rapsai  
System Overview



Rapsai 
Nodes Library



Rapsai 
Nodes Library



Rapsai 
Nodes Library



Rapsai 
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Rapsai 
Node-graph Editor

Node Suggestion Link Suggestion



Rapsai 
Preview Panel
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Interactive Data 
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Rapsai  
Interactive Data 
Augmentation
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Portrait Depth Scene Depth

Matting Depth Audio Denoising

4 Case Studies 
N=15



Case Study 1 
Portrait Depth



Case Study 2 
Scene Depth



Case Study 3 
Alpha Matte



Case Study 4 
Audio Denoising



Case Study 
Five Stages

Background interview (6.1 ± 0.8 min) 

Video tutorial (4 min), 

Visual analytics procedure using Rapsai (39.4 ± 4.6 min) 

Discussion of Rapsai and perception prototyping in future (10.2 ± 2.0 min) 

Post-hoc exit survey to use Rapsai and compare with Colab 



Findings 1 
Rapsai vs Colab Less Control but More Transparent and Collaborative



I spent about half a minute to create an 
image classification pipeline, and I spent 2–3 
minutes to build a depth estimation pipeline 
from scratch, since it took some time to figure 
out how to preprocess the input and visualize 
the output... while Colab is more flexible for 
different tasks, I guess it could range from 1 
hour to a day or two. 

P6



In my case, I started from an existing 
template but overall it was quite fast, I’d say 
less than 5 min.

P13



Findings 2 Assist in Identifying Issues with ML Models and Training Sets



It can help me understand how I 
should change the model 
architecture and what training 
examples to add.

P10



I can manipulate the brightness 
to see when the model fails.

P2



It gives me an intuition about which data 
augmentation operations that my model 
is more sensitive, then I can go back to my 
training pipeline, maybe increase the 
amount of data augmentation for those 
specific steps that are making my model 
more sensitive.

P3



Using a video <as input> helps me 
get a cross-time feel of how the 
model performance varies, which is 
hard to capture with metrics.

P10



Comparing various noise parameters in 
the input to a model is useful to identify 
augmentation bias. 

P8



Findings 3
Rapsai helps  
        Model Selection, 
        Learning From Pipelines,  
        Study deployment



Building a custom webpage as 
debugging tool [by coding], cost <a 
junior engineer> over a month to 
build. This [Rapsai] is easy to 
distribute and try it immediately. It 
helps debug the pipeline.

P9



It can help me understand how 
should I change the model 
architecture and add what 
training examples.

P1



       rapsai  

1. Lowers the barriers for ML prototyping 

2. Empowers users to experiment with no/low-
code environment 

3. Facilitates collaboration between designers 
and developers

Visual Blocks for ML 







       
rapsai  

With the right tools,  
everyone can unleash  
your inner creativity.
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There are some times when you 
don’t want all noise cancellation. 
People sometimes prefer audio with 
less noise cancellation because you 
want some context.

P11
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1
Provide a visual programming platform for 
rapidly building ML prototypes



2
Support real-time multimedia 
user input in-the-wild



3
Provide interactive data augmentation



4
Compare model outputs and 
render results directly side-by-side 



5
Share visualization with minimum efforts



6
Provide off-the-shelf models and datasets



There are some times when you
don’t want all noise cancellation. People 
sometimes prefer audio with less noise 
cancellation because you want some context.
























