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7



Motivation
Assorted VR and AR applications

8



Motivation
Assorted VR and AR applications

9





Where is the 
3D data going 
to come from?



Motivation
Lack of contents

12



Motivation
Lack of contents

13



Automatically
fusing multimedia
data into virtual
environments
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image courtesy: plannedparenthood.org

Introduction
Social Media
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But why is social media so popular?



image courtesy: adweek.com

Introduction
Social Media - Interactivity
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image courtesy: forbes.com

Introduction
Social Media - Versatility
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image courtesy: huffingtonpost.com

Introduction
Social Media - Social Relevance
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Metadata are useful for understanding spatial relevance, 

relationship amongst users, sentiment mining, and propagation of influence.



EXIF

image courtesy: B&T Magazine
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Introduction
Meta data - Time of Creation

image courtesy: Brian Clegg
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Introduction
Meta data - Location of Creation

image courtesy: squarespace.com
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Introduction
Meta data - Camera Parameters

image courtesy: naldzgraphics.net
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image courtesy: 

instagram.com, 

facebook.com, 

twitter.com

Related Work
Linear narrative visualization
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image courtesy: 

pinterest.com

Related Work
2D layout
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Related Work
Natural Immersive Virtual Reality?

image courtesy: drivenhealthy.com
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Karnath et al. and Loomis et al.
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Related Work
Karnath et al. and Loomis et al.
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Immersive virtual environment can improve 

social interactions and spatial awareness relates to visual memories.



Related Work
Visualization of Geo-tagged Information
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Very little work has been carried out in 

designing immersive interfaces that interleave 

visual navigation of our surroundings 

with social media content



Related Work
Visualization of Geo-tagged Information
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image courtesy: twitterstand.umiacs.umd.edu

Related Work
TwitterStand: News in Tweets
Sankaranarayanan et al. SIGGIS 2009
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Related Work
Visualization of Geo-tagged Information
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image courtesy: flickr.com

Related Work
Flickr - World Map
Serdyukov et al. SIGIR 2009
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Related Work
Visualization of Geo-tagged Information
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image courtesy: panoramio.com

Related Work
Panoramio - Photos of the World
Cuenca and Manchón, 2005 - Now
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Related Work
Visualization of Geo-tagged Information
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image courtesy: photostand.umiacs.umd.edu

Related Work
PhotoStand for News Photos
Samet et al. VLDB 2013
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All these systems are limited by the 2D world map



Related Work
Visualization of Geo-tagged Information 
(cont.)
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Previous research also advances server 3D solutions.



Related Work
Visualization of Geo-tagged Information 
(cont.)

49
Registers user-annotated text and images to a particular point in 3D space.



Related Work
Visualization of Geo-tagged Information 
(cont.)

50
Both the 3D model and the annotation are predefined for rendering such a scene.
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Related Work
Visualization of Geo-tagged Information 
(cont.)
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Related Work
Visualization of Geo-tagged Information 
(cont.)
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Related Work
Visualization of Geo-tagged Information 
(cont.)

54

They use offline 3D reconstruction algorithm or existing 3D models

for registering the photos onto the meshes.

Such methods usually suffer from hours of processing time for a single location.



So what about our approach?
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Social Street View



Social Street View
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Demonstration
The Augmentarium, UMIACS
6000 x 3000 pixels
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Conception, architecting & implementation

Social Street View

A mixed reality system that can depict geo-tagged 

social media in immersive 3D web environments
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Blending multiple modalities of

Street View + Social Media

Depth maps, normal maps, and road orientation

GPS coordinates and time creation
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Enhancing visual augmentation

Maximal Poisson-disk sampling

Evaluated by image saliency metrics
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Achieving cross-platform compatibility by

WebGL + Three.js

smartphones, tablets, desktop, high-resolution large-

area wide field of view tiled display walls, as well as 

head-mounted displays.
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Technical Challenges?
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Architecture
Social Street View System Flowchart
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Street View Cars - Cameras, LIDARs and GPS
Image courtesy from Google Street View

image courtesy: Google 
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Tiles of Panoramic Images
Image courtesy from Google Street View

image courtesy: Google 
69



Panorama
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Depth Map
Decoded from Google Maps API v3 and GSVPanoDepth.js
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Normal Map
Decoded from Google Maps API v3
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Road Orientations
Decoded from Google Maps API v3
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image courtesy: Instagram
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Multi-level Strategy for Streaming Social Media
Image courtesy from Instagram users in public domains

image courtesy: Instagram
75



image courtesy: Instagram
76

Data Mining
Multi-level Strategy

… …

8 METERS

16 METERS

1024 METERS



SQL Database
Indexed by B+ Tree
logarithmic insertion & query
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SQL Database
Indexed by B+ Tree
logarithmic insertion & query

78

Longitude, latitude, timestamps are indexed by B+ trees.



Haversine Formula
Andrew, 1805

79

The distance between social media and street view panorama

Haversine formula, which defines the distance on the surface of a sphere.
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How can we render and layout the social media?



Baseline
Random Uniform Sampling
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Baseline
Random Uniform Sampling
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Without uniform random sampling



Without uniform 

sampling
Accumulation
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Baseline
Random Uniform Sampling

86

With uniform random sampling



Not preferred
Overlays high saliency regions

87



Add depth map
Remove sky and ground (most)

88

Sky:

Distance Limit:



Add depth map
Remove sky and ground (most)
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90

Can we ensure each image aligns with the building geometries?



Add normal map
Remove all ground, align images

91

Define the ground region:
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93

Can we further reduce visual clutter and occlusion?



Maximal Poisson-disk Sampling 
Gamito et al. Remove visual clutter and occlusion

94

The Poisson-disk distribution is uniform.

Minimum distance between each pair of social media is greater than R.

Terminates the sampling when it reaches the maximal coverage.



Dart-throwing Algorithm 
PixelPie by Ip et al. using vertex and fragment shaders

image courtesy: PeterPan23@Wikipedia
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Pixel-Pie Algorithm 
Remove when occlusion occurs

96

Pixel-Pie by Ip. et al. uses GPU depth-testing feature for efficient sampling.



Project Social Media Pictures
By Maximal Poisson-disc Sampling

97

Sampling in regions which are not Sky nor Ground, and with a limitation of depth values;

Place social media as billboards upon the building geometries;

Cast soft shadows as if lighting were 45 degree to the normal vectors.



Sampling Comparison
Remove visual clutter and occlusion
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This algorithm works well in dense urban areas such as the Manhattan District,
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What if there are no buildings in the scene?



Scenic Landscapes
Using orientation of the road

102

We use only the orientations of the road.



Scenic Landscapes
Using orientation of the road
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Scenic Landscapes
Using orientation of the road
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What if …
Temporal information is used for filtering and rendering?

image courtesy: mindtheproduct.com
105
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Experiment
100 panoramas, 80,000+ social media
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Experiment
Nvidia Quadro K6000
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Experiment
Conditions of panoramic images

Immersive high-resolution screens 

Common Consumer-level Displays

109



Initialization Time
Panorama takes a while to load

110

Panoramas takes much more time than social media for initialization.



After Prefetching
¾ - ⅘ time reduced

111

~250msPreload everything into the memory: 



Initialization Time
Panorama takes a while to load

112

Panoramas stitching is the most time-consuming part.



Rendering Time
Almost 58~60 FPS

113

After initialization, the system runs in real time at about 58~60 FPS.



How effective is the Maximal Poisson-disk Sampling 

for reducing the visual clutter?



Saliency Map
Hou et al. TPAMI 2011
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How much social media covers the salient regions of the panorama?



Saliency Map
Hou et al. TPAMI 2011

116

Saliency maps use color, intensity, and orientation contrasts to

estimate where humans will look at.



Saliency Map
Hou et al. TPAMI 2011

117

We prefer the social media to cover less high-saliency regions.



Social Media 

Coverage
100 panoramas for each algorithm
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Social Media 

Coverage
100 panoramas for each algorithm

119

The first two algorithm occupies 30% - 50% of the high-saliency regions.



Social Media 

Coverage
100 panoramas for each algorithm

120In the last algorithm, all the images are separated with each other and uniformly distributed on the building surfaces.

The last two algorithm largely reduce the coverage of saliency map to less than 20%.



What could be the potential applications of Social Street View?
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Stuck in traffic on our way to 

Cabo with this awesome view
#roadtrip #cabo #view #mexico

Daniela on Instagram
July 12, 2014
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Business Advertising
Museum, restaurant, real-estate ...
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... dinner started off with 

amazing oysters paired with my 

favorite Ruinart blanc de blancs 

champagne

By frankiextah on Instagram
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Business Advertising
Museum, restaurant, real-estate ...

128

Social Street View enhances future consumers’ visual memories and 

makes it easier for them to seek the “amazing oysters” around this place.



Business Advertising
Museum, restaurant ...
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Learning Culture
Taierzhuang, Chinese Spring Festivals

130



Crowd-sourced Tourism
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Crowd-sourced Tourism

132

Social Street View allows users to explore novel views 

(e.g. from top of buildings),

where you cannot see with only the panoramas.



In conclusion, Social Street View provides a novel solution for 

automatically fusing geo-tagged social media in an immersive 3D environments. 



We envision social media and panoramic videos are 

significant parts of the big data for VR and AR applications
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Challenges
Registration of billboards

136

The social media layout is 

re-generated, every time, 

when users walk around the street views.



137

How are we going to ensure that the

billboards are registered, and stays with building geometries,

when users change the viewpoints?

Challenges
Registration of billboards



Proposed Work

image courtesy: Lu et al.
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Proposed Work

image courtesy: Lu et al.
139

Estimate simple 3D building geometries from the depth and normal maps.



Visual Registration
Image Feature
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Visual Registration
Image Feature

141

How to register some of the social media images

with the immersive panoramas, 

to create a novel layout?



Storytelling
Baja California Sur, Mexico
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Storytelling
Baja California Sur, Mexico

143

Develop fast algorithms for 

reconstructing simple geometries, 

feature matching, 

and navigating the social street views without resampling. 
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Motivation
Social Media Overlay

145

How to efficiently generate the saliency map for panoramas?



Motivation
Saliency Prediction

146

Traditional saliency methods can hardly deal with 

spherical rotations and horizontal clipping



Motivation
Saliency Prediction

147

The sliding-window approach is too slow since 

it has to cut the panorama into pieces,

and stitch the saliency maps back.



Spherical Harmonics
Orthogonal function on the sphere
Du. www.shadertoy.com/starea

148

Spherical Harmonics, a complete set of orthogonal functions on the sphere,

can be used for estimating the panoramic saliency maps in one pass.
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TANGIBLES,

VR, ETC.
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Introduction
Fusion4D and Holoportation

Escolano et al. Holoportation: Virtual 3D Teleportation in Real-time (UIST 2016)

RGB Depth

RGB Depth Mask

RGB Depth Mask

RGB Depth Mask

Depth estimation & 

segmentation

8 Pods

Capture

SITE A SITE B

Volumetric 

fusion

Color

Rendering

Remote 

rendering

Mesh, 

color, 

audio 

streams

Network



Fusing multiview video textures onto dynamic meshes 

with real-time constraint is a challenging task
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of the participants does not believe the 3D reconstructed person looks real



Motivation
Visual Quality Matters



Motivation
Visual Quality Matters
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Related Work
3D Texture Montage
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Related Work
3D Texture Montage
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Related Work
3D Texture Montage
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Related Work
3D Texture Montage

163

Screen-space optical flow could fix 

some misregistration issues, but 

heavily relies on RGB features, and 

fails when changing viewpoints.



Related Work
3D Texture Montage

164

Up to now, few systems but Holoportation

could fuse dynamic meshes with 

multiple cameras in real time. 

This recent SIGGRAPH 2017 paper 

produces excellent dynamic 

reconstruction results, 

but uses a single RGBD camera.



Related Work
3D Texture Montage

165

𝑤𝑖 = 𝑉 ⋅ max 0, ො𝑛 ⋅ ෝ𝑣𝑖
𝛼

Normal Weighted Blending

Majority Voting for color correction

For each vertex, and for each texture, 

test if the projected color agrees with 

more than half of the other textures, if 

not, set the texture weight field to 0.

Visibility test
Normal vector

Texture camera view direction



What is our approach for real-time seamless

texture fusion?



Workflow
Identify and diffuse the seams

167



What are the causes for the blurring and seams?

168



Motivation
Causes for blurring

169

Blurring

Texture projection errors

Normal-weighted blending

Inaccurate camera calibration



Motivation
Causes for blurring

170

Blurring

Texture projection errors

Normal-weighted blending

View-dependent rendering



Motivation
Causes for Seams

171

Seams

Self-occlusion

Field-of-View

Majority-voting

171



Self-occlusion

One or two vertices of the triangle are occluded in the 

depth map while the others are not.

Seams
Causes

172



Seams
Causes

173

Raw projection mapping results Seams after occlusion test

173



Majority Voting

The triangle vertices have different results in the majority 

voting process, which may be caused by either mis-

registration or self-occlusion.

Seams
Causes

174



Seams
Causes

175

Raw projection mapping results Seams after occlusion test Seams after majority voting test

175



Field of View

One or two triangle vertices lie outside the

camera’s field of view or in the subtracted background 

region while the rest are not.

Seams
Causes

176



Seams
Causes

177

Raw projection mapping results Seams after field-of-view test

177



Seams
Causes

178



For a static frame, how can we get rid of the 

annoying seams at interactive frame rate?

179



How can we spatially smooth the texture 

(weight) field near the seams so that we 

cannot see visible seams in the results?

180



Workflow
Identify and diffuse the seams

181



Geodesics
For diffusing the seams

182

Geodesic is the shortest route between two points on the surface.



Geodesics
For diffusing the seams

183

On triangle meshes, this is challenging because of the computation of tangent directions.

And shortest paths are defined on edges instead of the vertices.



Geodesics
For diffusing the seams

184

We use the algorithm by Surazhsky and Hoppe for computing the approximate geodesics.

The idea is to maintain only 2~3 shortest paths along each edge 

to reduce the computational cost.



Approximate 

Geodesics
For diffusing the seams

185



View-dependent Rendering 
Spatially highlight the close views

186

Visibility test

Global weight

Visibility% of view i

User camera’s view direction

Texture camera view direction

Geodesics



Workflow
Identify and diffuse the seams

187



Temporal Texture Field
Temporally smooth the texture fields

188

Texture field of the previous frame

The gradient between the ideal texture field of 

the current frame, and the value of the previous frame

Temporal smoothing factor of 0.02



Temporal Texture 

Fields
Reduce temporal flickring 

190
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192192



193
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With additional computation for seams, 

geodesics, and temporal texture fields, is 

our approach still in real time?

196



Exmperiment
RMSE = Root mean squared error
FPS = frames per second
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Exmperiment
RMSE = Root mean squared error
FPS = frames per second

198

The root-mean-squared-error of the 

rendering results have been great reduced.



Exmperiment
RMSE = Root mean squared error
FPS = frames per second

199

Our frame rate is slower, but still capable at 

over 90 FPS, for dynamic VR rendering.



Experiment
Break-down of a typical frame

200

Most of the time is used in 

communication between CPU and GPU



In conclusion, Montage4D provides a practical texturing solution for 

real-time 3D reconstruction systems. 

In the future, we envision that Montage4D is useful

for fusing the massive multi-view video data into VR applications like

remote business meeting, immersive education, and family gathering.
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Saliency-guided Fusion
Image Feature

203

Depth Estimation and Segmentation

Volumetric Fusion



Saliency-guided Fusion
Image Feature

204

Full RGBD information and segmentation

Colored Volumetric Fusion



𝐸 𝐺 = 𝜆𝑑𝑒𝑝𝑡ℎ𝐸𝑑𝑒𝑝𝑡ℎ 𝐺 + 𝜆𝑐𝑜𝑙𝑜𝑟𝐸𝑐𝑜𝑙𝑜𝑟 𝐺 + 𝜆𝑐𝑜𝑟𝑟𝐸𝑐𝑜𝑟𝑟 𝐺 + 𝜆𝑟𝑜𝑡𝐸𝑟𝑜𝑡 𝐺 + 𝜆𝑠𝑚𝑜𝑜𝑡ℎ𝐸𝑠𝑚𝑜𝑜𝑡ℎ(𝐺)

𝐸𝑑𝑒𝑝𝑡ℎ 𝐺 = ෍

𝑛=1

𝑁

෍

𝑚∈V𝑛 𝐺

min
𝑥∈𝑃 𝐷𝑒𝑝𝑡ℎ𝑛

𝐷𝑒𝑝𝑡ℎ 𝑣𝑚; 𝐺 − 𝑥
2

𝐸𝑐𝑜𝑙𝑜𝑟 𝐺 = ෍

𝑛=1

𝑁

෍

𝑚∈V𝑛 𝐺

min
𝑐∈𝑃 𝐶𝑜𝑙𝑜𝑟𝑛

𝐶𝑜𝑙𝑜𝑟 𝑣𝑚; 𝐺 𝐿𝐴𝐵 − 𝑐𝐿𝐴𝐵
2

Colors Terms
Optimizing Energy Functions
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The frame rate drops from 30 FPS to 10 FPS with the color term…



208

How to speed up the dynamic reconstruction procedure,

with the performance improvement?



Mesh Saliency
Lee, Varshney, Jacobs. SIGGRAPH 2005
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Use color-term optimization and more voxels for 

reconstructing high-saliency regions
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Saliency is the vital key to balance the tradeoff between quality and speed.



Proposal
Fusing Multimedia Data Into 
Dynamic Virtual Environments

PANORAMAS MULTI-VIEW

VIDEOS

SOCIAL MEDIA

POINT CLOUDS,

MESHES

Video Fields
ACM Web3D’16

Montage4D

In Submission to ACM I3D’18

Haptics

• VRSurus (CHI’16)

• HandSight (ECCVW’14, 

TACCESS’16, SIGACCESS’16)

Physical Visualization

• AtmoSPHERE (CHI’15)

Social Street View

ACM Web3D’16

Geo-spatial Registration

Work-in-progress

Intrinsic Fusion

Work-in-progress

Spherical Harmonics Saliency

Work-in-progress
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TANGIBLES,

VR, ETC.

TANGIBLES,

VR, ETC.
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Proposal
Fusing Multimedia Data Into 
Dynamic Virtual Environments

PANORAMAS MULTI-VIEW

VIDEOS

SOCIAL MEDIA

POINT CLOUDS,

MESHES

Video Fields

ACM Web3D’16

Montage4D

In Submission to ACM I3D’18

Haptics
• VRSurus (CHI’16)

• HandSight (ECCVW’14, 

TACCESS’16, SIGACCESS’16)

Physical Visualization

• AtmoSPHERE (CHI’15)

Social Street View

ACM Web3D’16

Geo-spatial Registration

Work-in-progress

Intrinsic Fusion

Work-in-progress

Spherical Harmonics Saliency

Work-in-progress
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TANGIBLES,

VR, ETC.



VRSurus: Enhancing Interactivity and Tangibility of 
Puppets in Virtual Reality (CHI 2016)

Ruofei Du and Liang He
University of Maryland, College Park
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Demo
VRSurus
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Timeline
Paper deadline goals

217

Date Project

Oct. – Nov. 2017
Spherical Harmonics Videos

ACM I3D 2018

Nov. – Feb. 2018
Geo-spatial Registration with Social Street View

ACM ToG / IEEE TVCG

Mar. – Aug. 2018
Saliency-guided Real-time 3D Reconstruction

ACM ToG / IEEE TVCG
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