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Abstract—Optimizing rendering performance is critical for a wide variety of virtual reality (VR) applications. Foveated rendering is emerging as an indispensable technique for reconciling interactive frame rates with ever-higher head-mounted display resolutions. Here, we present a simple yet effective technique for further reducing the cost of foveated rendering by leveraging ocular dominance—the tendency of the human visual system to prefer scene perception from one eye over the other. Our new approach, eye-dominance-guided foveated rendering (EFR), renders the scene at a lower foveation level (with higher detail) for the dominant eye than the non-dominant eye. Compared with traditional foveated rendering, EFR can be expected to provide superior rendering performance while preserving the same level of perceived visual quality.
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1 INTRODUCTION

Foveated rendering [11,24,33] aims to improve the rendering efficiency while maintaining visual quality by leveraging the capabilities and the limitations of the human visual system. Equipped with an eye-tracker, a foveated rendering system presents the foveal vision with full-resolution rendering and the peripheral vision with low-resolution rendering. This allows one to improve the overall rendering performance while maintaining high visual fidelity.

The human visual system has a tendency to prefer visual stimuli of one eye more than the other eye [29]. This phenomenon is referred to as eye (or ocular) dominance. The dominant eye is found to be superior to the non-dominant eye in visual acuity, contrast sensitivity [32], color discrimination [17], and motor functions that are visually managed and require spatial attention [23].

In this paper, we propose the technique of eye-dominance-guided foveated rendering (EFR), which leverages ocular dominance property of the human visual system. We render the scene for the dominant eye at the normal foveation level and render the scene for the non-dominant eye at a higher foveation level. This formulation allows us to save more in the rendering budget for the non-dominant eye. We have validated our approach by carrying out quantitative experiments and user studies. Our contributions include:

1. designing eye-dominance-guided foveated rendering, an optimized technique for foveated rendering, that provides similar visual results as the original foveated rendering, but at a higher rendering frame rate;
2. conducting user studies to identify the parameters for the dominant eye and the non-dominant eye to maximize perceptual realism and minimize computation for foveated rendering in head-mounted displays; and,
3. implementing the eye-dominance-guided foveated rendering pipeline on a GPU, and achieving up to $1.47\times$ speedup compared with the original foveated rendering at a resolution of $1280 \times 1440$ per eye with minimal perceptual loss of detail.

The rest of the paper is organized as follows: Section 2 summarizes the development of foveated rendering as well as ocular dominance. Our algorithm of eye-dominance-guided foveated rendering technique and its implementation follow in Section 3. The user study experiments are introduced in Section 4. Results of the user study and the perfor-
rendering and eye-dominance that inspires our work.

2.1 Foveated Rendering

As reviewed by Weier et al. [41], foveated rendering for 3D geometries includes perception-based mesh simplification in the lower acuity areas [13, 14, 25] and low-level mesh-feature extraction with a saliency map [19, 43]. It is crucial to achieve high rendering efficiency for modern VR applications. He et al. [12] and Vaidyanathan et al. [40] implement rendering systems with coarse-pixel-to-pixel to achieve interactive frame rates. Ragan-Kelley et al. [30] propose decoupled sampling, which leverages stochastic super-sampling of motion and defocus blur to reduce the shading cost. Guenter et al. [11] propose eye-tracking and present the seminal foveated rendering pipeline with three eccentricity layers around the tracked gaze point. Vaidyanathan et al. [40] and Patney et al. [28] perform foveated rendering by sampling coarse pixels in the peripheral regions. Clarberg et al. [5] propose adaptive multi-frequency shading to support flexible control of the shading rates and automatic shading reuse between triangles in tessellated primitives. He et al. [12] introduce multi-rate GPU shading, which enables more shading samples near regions of specular highlights, shadows, edges, and motion blur regions. Bektas et al. [1] present a testbed featuring gaze-contingent displays, which can manage the visual level of detail. With multiple models of the human visual system combined, the system can respond to the viewer’s gaze in real-time and render a space-variant visualization. Swafford et al. [37] summarize four foveated rendering methods: the first one reduces peripheral resolution; the second one varies per-pixel depth-buffer samples in the fovea and periphery for screen-space ambient occlusion; the third one implements a terrain renderer using GPU-level tessellation for the fovea, and the last one varies the per-pixel ray-casting steps across the field of view. Stengel et al. [33] use adaptive sampling from fovea to peripheral regions in a gaze-contingent deferred shading pipeline. Meng et al. [24] present kernel foveated rendering (KFR), which parameterizes foveated rendering by embedding polynomial kernel functions in the classic log-polar mapping, thus allowing users to vary the sampling density and distribution that matches human perception. Turson et al. [39] study the resolution requirements at different eccentricities as a function of luminance patterns and derive a low-cost predictor of the foveated rendering parameters. The lower level of detail in peripheral regions in foveated rendering may cause spatial and temporal artifacts. Patney et al. [28] enhance the image quality of foveated rendering [40] by temporal anti-aliasing and contrast preservation. Turner et al. [38] propose an algorithm to reduce motion artifacts in the periphery of foveated rendering by aligning the rendered pixel grid to the virtual scene content during rasterization and upsampling.

Foveated rendering is also playing a significant role in video streaming. Lungaro et al. [10, 21] propose to use a tile-based foveated rendering algorithm to reduce the overall bandwidth requirements for streaming 360° videos. Kaplanyan et al. present DeepFovea [15], which uses generative adversarial neural networks to reconstruct a plausible peripheral video from a small fraction of pixels provided every frame.

Besides virtual reality, foveated rendering is also desirable for augmented reality [16] and light field displays [35].

2.2 Eye Dominance

Eye dominance has been described as the inherent tendency of the human visual system to prefer scene perception from one eye over the other [29]. Einat and Shaul [32] study the role of eye dominance in dichoptic visual search by comparing performance with target presented to the dominant or the non-dominant eye. They conclude that the dominant eye has priority in visual processing, perhaps even resulting in inhibition of non-dominant eye representations. Oishi et al. [26] observe that the dominant eye is functionally activated prior to the non-dominant eye in conjugate eye movements. Kocṭekin et al. [17] find that the dominant eye has priority in red/green color spectral region, leading to better color-vision discrimination ability. Chaumillon et al. [3] show that sighting eye dominance has an influence on visually triggered manual action with shorter reaction time.

In this work, we take advantage of the weaker sensitivity and acuity of the non-dominant eye and render the non-dominant display with greater foveation to overall accelerate foveated rendering.

3 OUR APPROACH

Here we present an overview of the parameterized foveated rendering and then we build upon it to accomplish eye-dominance-guided foveated rendering.

3.1 Foveation Model

We use the kernel foveated rendering (KFR) model [24] because this model parameterizes the level of foveation with two simple parameters: frame buffer parameter $\sigma$ controls the width of the frame-buffer to be rendered, thus controlling the level of foveation; and the kernel function parameter $\alpha$ controls the distribution of pixels.

The KFR model contains two passes. In the first pass, the renderer transforms the shading materials in the G-buffer (world positions, texture coordinates, normal maps, albedo maps, etc.) from the Cartesian coordinates to kernel log-polar coordinates. Because of the non-uniform scaling effect in the transformation, details in the foveal region are preserved and details in the peripheral region are reduced.

Given a screen of resolution $W \times H$, for each pixel coordinate $(x, y)$ with foveal coordinate $F(\tilde{x}, \tilde{y})$, we define $(x', y')$ as

$$x' = x - \tilde{x},$$
$$y' = y - \tilde{y}. \tag{1}$$

Then, KFR transforms the point $(x', y')$ to $(u, v)$ in the kernel log-polar space via Equation 2:

$$u = \frac{1}{\sigma} \left( \log \frac{\sqrt{x'^2 + y'^2}}{L} \right)^{-\alpha},$$
$$v = \frac{1}{\sigma} \left( \arctan \left( \frac{y'}{x'} \right) \cdot \frac{1}{2\alpha} + 1 \right), \tag{2}$$

where $L$ is the log of the maximum distance from $F(\tilde{x}, \tilde{y})$ to the farthest screen corner as shown in Equation 3:

$$L = \log \left( \max \left( \max(l_1, l_2), \max(l_3, l_4) \right) \right). \tag{3}$$

Here,

$$l_1 = \sqrt{x^2 + y^2},$$
$$l_2 = \sqrt{(W - \tilde{x})^2 + (H - \tilde{y})^2},$$
$$l_3 = \sqrt{\tilde{x}^2 + (H - \tilde{y})^2},$$
$$l_4 = \sqrt{(W - \tilde{x})^2 + \tilde{y}^2}. \tag{4}$$

In the second pass, the renderer transforms the rendered scene from kernel log-polar coordinates to Cartesian coordinates and renders to the full-resolution screen. A pixel with log-polar coordinates $(u, v)$ is transformed back to $(x'', y'')$ in Cartesian coordinates as shown in Equation 5:

$$x'' = \exp(L \cdot (u\sigma)^\alpha) \cos(2\pi v) + \tilde{x},$$
$$y'' = \exp(L \cdot (u\sigma)^\alpha) \sin(2\pi v) + \tilde{y}. \tag{5}$$

According to [24], the kernel function parameter is suggested as $\alpha = 4$. Therefore, we can control the level of foveation by only altering the parameter $\sigma$. 
3.2 Eye-dominance-guided Foveated Rendering

Previous research on ocular dominance indicates that the non-dominant eye is weaker than the dominant eye in sensitivity and acuity. Here, we propose that the non-dominant eye is able to accept a higher level of foveation.

The overview of our eye-dominance-guided foveated rendering (EFR) system is shown in Fig. 2. In our EFR framework, for the baseline rendering, the system uses a KFR renderer with foveation parameter \( \sigma_d \) for the dominant eye and a KFR renderer with \( \sigma_{nd} \) for the non-dominant eye.

In the KFR algorithm, the parameter \( \sigma \) controls the width of the frame-buffer to be rendered, and the rendering time is proportional to the area of the rendered buffer. In other words, rendering time is inversely proportional to \( \sigma^2 \). Suppose the rendering time of the original frame for each eye is \( T \), then the expected rendering time of KFR with \( \sigma_d = \sigma_{nd} \) is:

\[
  t_{KFR} = \frac{T}{\sigma_d^2} + \frac{T}{\sigma_{nd}^2} = \frac{T}{\sigma_d^2} \left( 1 + \left( \frac{\sigma_d}{\sigma_{nd}} \right)^2 \right)
\]

The expected rendering time of eye-dominance-guided foveated rendering (EFR) with \( \sigma_d \neq \sigma_{nd} \) is:

\[
  t_{EFR} = \frac{T}{\sigma_d^2} + \frac{T}{\sigma_{nd}^2} = \frac{T}{\sigma_d^2} \left( 1 + \left( \frac{\sigma_d}{\sigma_{nd}} \right)^2 \right)
\]

Then,

\[
  \sigma_d \leq \sigma_{nd} \Rightarrow \left( \frac{\sigma_d}{\sigma_{nd}} \right)^2 \leq 1 \Rightarrow \frac{T}{\sigma_d^2} \left( 1 + \left( \frac{\sigma_d}{\sigma_{nd}} \right)^2 \right) \leq \frac{2T}{\sigma_d^2} \Rightarrow t_{EFR} \leq t_{KFR}
\]

Therefore, with \( \sigma_d \leq \sigma_{nd} \), the rendering time for head-mounted displays can be reduced with non-perceivable difference between the foveated renderings for the dominant eye and the non-dominant eye.

The theoretical speedup \( S \) achieved by EFR is shown in Equation 9:

\[
  S = \frac{t_{KFR}}{t_{EFR}} = \frac{2}{1 + \left( \frac{\sigma_d}{\sigma_{nd}} \right)^2} \geq 1.
\]

Next, we conduct user studies to validate that the non-dominant eye is able to accept a higher level of foveation than the dominant eye, and also identify the foveation parameters for the dominant and non-dominant eyes.

4 User Studies

We have conducted two user studies: a pilot study and a main study to identify the eye-dominance-guided foveated rendering parameters which can produce perceptually indistinguishable results compared with non-foveated rendering.

4.1 Apparatus

Our user study apparatus consists of an Alienware laptop with an NVIDIA GTX 1080 and a FOVE head-mounted display. The FOVE headset is integrated with a 120 Hz infrared eye-tracking system and a 2560 x 1440 resolution screen (1280 x 1440 per eye). We use an XBOX controller for the interaction between the participant and the system. User studies took place in a quiet room.

As shown in Fig. 3, the computer-generated environments consist of 2 fireplace room scenes [22] and 8 scenes from the Amazon Lumberyard Bistro [20]. These scenes are rendered with the Unity game engine. To ensure that the participants are familiar with the user study system, we requested the participants to complete all the tasks for the trial run and familiarize themselves fully with the interaction before the formal tests.

4.2 Pre-experiment: Dominant Eye Identification

In both of the pilot study and the main study, we use the Miles Test [31] to measure the eye dominance for each participant before the start of the study.

First, the participant (TP) extends their arms out in front of themselves and creates a triangular opening between their thumbs and forefingers by placing their hands together at a 45-degree angle. Next, with both eyes open, TP centers the triangular opening on a goal object that is 20 feet away from TP. Then, TP closes their left eye with their right eye open. Finally, TP closes their right eye with their left eye open. If the goal object stays centered with the right eye open and is no longer framed by their hands with the left eye open, the right eye is their dominant eye. If the goal object stays centered with the right eye open and is no longer framed by their hands with the right eye open, the left eye is their dominant eye. The Miles Test is performed twice for each participant, and we record TP’s dominant eye and configure our renderer accordingly.

4.3 Pilot Study

We conduct a slider test and a random test in the pilot study. Each test consists of two steps:
We recruited 17 participants (5 females) at least 18 years old with the full-resolution rendering as a reference. Next, we present the potential reasons for this gap and also observe that guided foveated rendering is likely to achieve significant speedup. We choose the maximum size of 0.2. The two frames are presented in a random order. We ask the participants to score the difference between the two frames they observe with unlimited time to make their decision. The score $S_{UF}$ contains five confidence levels: 5 represents perceptually identical, 4 represents minimal perceptual difference, 3 represents acceptable perceptual difference, 2 represents noticeable perceptual difference, and 1 represents significant perceptual difference.

We use a pairwise comparison approach and the participants finish the trials with $1.2 \leq x \leq 3.0$ in a random order. We choose the maximum $x$ which results in an evaluation of perceptually identical or minimal perceptual difference with respect to the full-resolution (non-foveated) rendering, i.e.,

$$\sigma_{UF} = \arg \max_x S_{UF}(x) \geq 4. \quad (10)$$

2. Estimation of $\sigma_{NF}$: In each trial, we present the participant with two frames: (1) the full-resolution rendering, and (2) the foveated rendering with $\sigma_d = \sigma_{nd} = x$, where $x$ is selected from the shuffled $\sigma$ parameter array with $\sigma$ ranging between 1.2 and 3.0 with a step size of 0.2. The two frames are presented in random order. We ask the participants to score the difference between the two frames they observed with unlimited time to make their decision. The score $S_{NF}$ contains five confidence levels: 5 represents perceptually identical, 4 represents minimal perceptual imbalance, 3 represents acceptable perceptual imbalance, 2 represents noticeable perceptual imbalance, and 1 represents significant perceptual imbalance.

We choose the maximum $x$ that results in perceptually identical or minimal perceptual imbalance with respect to the uniform foveated rendering, i.e.,

$$\sigma_{NF} = \arg \max_x S_{NF}(x) \geq 4. \quad (11)$$

4.3.4 Results and Limitations of the Pilot Study

From the pilot study, we find that: for most users, the dominant eye significantly dominates the visual perception and therefore eye-dominance-guided foveated rendering is likely to achieve significant speedup. We also observe that $\sigma_{UF}$ and $\sigma_{NF}$ do not correlate with the choice of scenes in a statistically significant manner. We provide the result and analysis of the pilot study in the supplementary material.

The pilot study yields a gap between the results of the slider test and the random test. We next present the potential reasons for this gap and our strategies for mitigating them.
1. Performing a single trial for each test per scene is likely to induce some inaccuracy in parameter estimation. To mitigate this for the main study, we carry out three trials per scene per parameter.

2. In the pilot study, we use the maximum foveation parameter in Equations 10 and 11. We did this even if lower values of the foveation parameters led to an unacceptable score below 4. This was leading us to overestimate the foveation thresholds. In the main study, we use the greatest foveation parameter below which the user did not report an average score below 4. While this may reduce the speedups due to overall foveation, it will produce a higher perceptual quality;

3. We observe that $\sigma_{NF}$ often reach our upper bound (3.0) – 42.5% in the slider test and 60% in the random test. We have therefore increased the upper bound of $\sigma_{NF}$ from 3.0 to 4.0 in the protocol of the main study;

4. In pilot study, we did not qualitatively evaluate the similarity in perceptual difference between EFR with the selected parameters and conventional foveated rendering (KFR) or regular rendering (RR). We therefore decide to add a quality evaluation in the main study.

Taking the above limitations and their mitigation strategies into account, we redesign the main study as described below.

4.4 Main Study

We conduct a slider test and a random test in the main study. There are three steps in both tests:

1. the participant estimates the **Uniform Foveation Parameter** $\sigma_{UF}$;
2. the participant estimates the **Non-dominant Eye Foveation Parameter** $\sigma_{NF};$
3. the participant qualitatively evaluates whether the EFR frames with $\sigma_{d} = \sigma_{UF}$, $\sigma_{nd} = \sigma_{NF}$ are perceptually the same with RR or traditional (non-dominant) KFR.

We use Scene 3, Scene 5, and Scene 6 in Fig. 3 for the parameter estimation in Steps 1 and 2 above. We use all the 10 scenes in Fig. 3 for the quality evaluation.

4.4.1 Participants

We recruited 11 participants (4 females) at least 18 years old with normal or corrected-to-normal vision by campus email lists and flyers. The majority of participants had some experience with virtual reality. None of the participants was involved with this project prior to the user study.

4.4.2 Slider Test

The slider test allows the participant to navigate the foveation quality space by themselves.

1. **Estimation of $\sigma_{UF}$**: We conduct the test on three scenes with three trials per scene. Therefore, there are 9 tests in total. For the $n$-th trial of scene $m$, we present the participant with the full-resolution rendering for both eyes and the participant progressively decrease the foveation level until $\sigma_{d} = \sigma_{UF}(m)$. In Step 2, estimation of $\sigma_{NF}$, we present the participant with the same foveated rendering for both eyes and the participant progressively decrease the foveation level until $\sigma_{d} = \sigma_{UF}(m)$. The two frames are presented in random order. Then we ask the participants to score the difference between the two frames they observed with unlimited time to make their decisions. The score $S(m)$ contains five confidence levels: 5 represents perceptually identical, 4 represents minimal perceptual difference, 3 represents acceptable perceptual difference, 2 represents noticeable perceptual difference, and 1 represents significant perceptual difference.

2. **Estimation of $\sigma_{NF}$**: We conduct the test on three scenes with three trials per scene. Therefore, there are 9 tests in total. For the $n$-th trial of scene $m$, we present the participant with the full-resolution rendering for both eyes and the participant progressively decrease the foveation level until $\sigma_{d} = \sigma_{NF}(m)$. If the participant qualitatively evaluates whether the EFR frames with $\sigma_{d} = \sigma_{UF}(m)$, and 1 represents

3. Quality evaluation: We conduct the A/B test on 10 scenes with 2 comparisons (EFR vs. KFR and EFR vs. RR) per scene, and 1 trial per scene per comparison. There are 20 trials in total. For scene $m$, we present the participant with two frames: (1) EFR with $\sigma_{d} = \sigma_{UF}$, $\sigma_{nd} = \sigma_{NF}$ and (2) RR or KFR with $\sigma_{d} = \sigma_{nd} = \sigma_{IF}$. The two frames are presented in random order. Then we ask the participants to score the difference between the two frames they observed with unlimited time to make their decisions. The score $S(m)$ contains five confidence levels: 5 represents perceptually identical, 4 represents minimal perceptual difference, 3 represents acceptable perceptual difference, 2 represents noticeable perceptual difference, and 1 represents significant perceptual difference.

4.4.3 Random Test

The random test allows the participant to score the quality of foveated rendering with different parameters in a random sequence.

1. **Estimation of $\sigma_{UF}$**: We conduct the test on three scenes with three trials per scene, each with three trials. Therefore, there are 90 tests in total. For the $n$-th trial of scene $m$, we present the participant with

2. We conduct the test on three scenes with three trials per scene. Therefore, there are 9 tests in total. For the $n$-th trial of scene $m$, we present the participant with the full-resolution rendering for both eyes and the participant progressively decrease the foveation level until $\sigma_{d} = \sigma_{UF}(m)$. The two frames are presented in random order. Then we ask the participants to score the difference between the two frames they observed with unlimited time to make their decisions. The score $S(m)$ contains five confidence levels: 5 represents perceptually identical, 4 represents minimal perceptual difference, 3 represents acceptable perceptual difference, 2 represents noticeable perceptual difference, and 1 represents significant perceptual difference.

We calculate the mean uniform foveation parameter for scene $m$:

\[
\sigma_{UF}(m) = \frac{1}{3} \sum_{n=1,2,3} \sigma_{UF}(m,n). \tag{12}
\]

We calculate the overall mean uniform foveation parameter:

\[
\sigma_{UF} = \frac{1}{3} \sum_{m=1,2,3} \sigma_{UF}(m). \tag{13}
\]

We calculate the mean uniform foveation parameter for scene $m$:

\[
\sigma_{NF}(m) = \frac{1}{3} \sum_{n=1,2,3} \sigma_{NF}(m,n). \tag{14}
\]

We calculate the overall mean uniform foveation parameter:

\[
\sigma_{NF} = \frac{1}{3} \sum_{m=1,2,3} \sigma_{NF}(m). \tag{15}
\]
with two frames: (1) the full-resolution rendering, and (2) the foveated rendering with $\sigma_d = \sigma_{ad} = x$, where $x$ is selected from the shuffled parameter array with parameters ranging between 1.2 and 3.0 with a step size of 0.2. The two frames are presented in a random order. Then, we ask the participant to score the difference between the two frames they observed with unlimited time to make their decision. The score $S_{UF}(m, n, x)$ contains five confidence levels: 5 represents perceptually identical, 4 represents minimal perceptual difference, 3 represents acceptable perceptual difference, 2 represents noticeable perceptual difference and 1 represents significant perceptual difference.

When the process is finished, we calculate the average score of all the trials for scene $m$ with foveation parameter $x$:

$$S_{UF}(m, x) = \frac{1}{3} \sum_{n=1,2,3} S_{UF}(m, n, x).$$  \hspace{1cm} (16)$$

We choose the minimum $x$ which results in an evaluation of perceptually identical or minimal perceptual difference with respect to the full-resolution (non-foveated) rendering as $\sigma_{UF}(m)$, i.e.,

$$\sigma_{UF}(m) = \arg\min_{x} S_{UF}(m, x) \geq 4. \hspace{1cm} (17)$$

We calculate $\sigma_{UF}$ using Equation 13.

2. Estimation of $\sigma_{NF}$: We conduct the test on three scenes with $Q$ parameters for scene $m$ and three trials per scene per parameter. We compute $Q$ using Equation 18 with $\sigma_{max} = 4.0$ in the main study.

$$Q = \frac{\sigma_{max} - \sigma_{UF}(m)}{0.2} + 1$$  \hspace{1cm} (18)$$

For the $n$-th trial of scene $m$, we present the participant with two frames: (1) foveated rendering with $\sigma_d = \sigma_{ad} = \sigma_{UF}(m)$, and (2) foveated rendering with $\sigma_d = \sigma_{UF}(m)$, $\sigma_{ad} = x$, where $x$ is selected from the shuffled parameter array with $Q$ parameters ranging between $\sigma_{UF}(m)$ and $\sigma_{max} = 4.0$ with a step size of 0.2. The two frames are presented in a random order. Then we ask the participants to score the difference between the two frames they observed with unlimited time to make their decisions. The score $S_{NF}(m, n, x)$ contains five confidence levels: 5 represents perceptually identical, 4 represents minimal perceptual imbalance, 3 represents acceptable perceptual imbalance, 2 represents noticeable perceptual imbalance and 1 represents significant perceptual imbalance.

When the process is finished, we calculate the average score of all the trials for scene $m$ with foveation parameter $x$:

$$S_{NF}(m, x) = \frac{1}{3} \sum_{n=1,2,3} S_{NF}(m, n, x).$$  \hspace{1cm} (19)$$

We choose the minimum $x$ which results in an evaluation of perceptually identical or minimal perceptual imbalance with respect to the full-resolution (non-foveated) rendering as $\sigma_{NF}(m)$, i.e.,

$$\sigma_{NF}(m) = \arg\min_{x} S_{NF}(m, x) \geq 4.$$  \hspace{1cm} (20)$$

We calculate $\sigma_{NF}$ using Equation 15.

3. Quality evaluation: The quality evaluation is the same as that of the slider test.

4.5 Validity Test

4.5.1 Eye Tracking Data Analysis

We collected eye-tracking data from the FOVE HMD and would like to use it as a high-level validation to ensure that the participants are focusing at the desired fovea location.

However, we have noticed obvious tracking errors during the process: sometimes the eye-tracker fails to capture the movement of gaze and sometimes the tracked gaze position changes when the user blinks while focusing at the center of the screen. We also need to ensure that the users are paying attention to the user study instead of randomly choosing the answers. Therefore, it may not be ideal to solely depend on eye tracking results for judging the participants’ focus. We also use the participant’s performance with respect to the ground truth data to determine the accuracy and participant focus. We discuss this next.

4.5.2 Controlling for Lack of Attention and Exhaustion

We randomly inserted 30% of the trials to be validation trials in the random test to ensure the validity of the data in the pilot study and the main study. For uniform foveation parameter estimation, we presented the participants with identical full-resolution rendering results for both comparison frames as validation trials; for non-dominant eye foveation parameter estimation, we presented the participants with identical full-resolution rendering results for both comparison frames as validation trials. If the participant declared these validation trials to have a low score for similarity (3 or lower), we would ask the participant to pause and take a break for at least 30 seconds, and then continue the user study. Meanwhile, we would record this choice as an error. If $error \geq 5$ in the random test, we would terminate the user study and discard the data of this participant. Based on this protocol, we discard one participant from the pilot study and mark the remaining 16 participants as valid data. All the 11 participants in the main study passed the validation trials.
With the slider test, we did not find a significant effect of the choice of scenes and different users in the random test. We conducted a one-way ANOVA test [2,34] of the null hypothesis that the disparity between the visual acuity in the dominant eye and the non-dominant eye is significantly different for the users. The paired T-test shows that the EFR parameters are stable with different experimental setups. We therefore take the average of slider test and the random test (with $p = 0.8995 > 0.05$). The paired T-test, we did not find a significant effect between the slider test and the random test (with $p = 0.8629 > 0.05$).

We further verified if there exists a significant difference of the measured parameters ($\sigma_{UF}$ and $\sigma_{NF}$) between the experiment of EFR vs. KFR and the experiment of EFR vs RR. With a paired T-test, we found no significant difference between the result of the two experiments (with $p = 0.9410 > 0.05$).

The frequency from score $= 1$ to score $= 5$ is shown in Table 1. We notice that $P(score \geq 4)$ $\geq 85$% for both comparisons in the slider test and that $P(score \geq 4)$ $\geq 95$% for both comparisons in the random test. The result indicates the generalizability of eye-dominance-guided foveated rendering.

### 5 Results and Analysis

In our main user study, the number of errors in the attention and exhaustion checking is less than 5 over all the participants. We use the results from all the 11 participants for data analysis.

### 5.1 Parameters Estimated with Different Scenes

We conducted a one-way ANOVA test [2,34] of the null hypothesis that the choice of scenes has no effect on the feedback of the participants. With the slider test, we did not find a significant effect of the choice of scenes on the feedback (with $p = 0.9782 > 0.05$).

#### 5.2 Results of $\sigma_{UF}$ and $\sigma_{NF}$

For user $i$, we consider the averages of $\sigma_{UF}$ (Equation 13) and $\sigma_{NF}$ (Equation 15) over different scenes as the per-user foveation parameter for the dominant eye $\sigma_{UF,i}$ and non-dominant eye $\sigma_{NF,i}$. We present these results in Fig. 5.

We first verified if there is a significant difference of the measured parameters ($\sigma_{UF}$ and $\sigma_{NF}$) between the slider test and the random test. With a paired T-test, we did not find a significant effect between the slider test and the random test (with $p = 0.8995 > 0.05$). The paired T-test shows that the EFR parameters are stable with different experimental setups. We therefore take the average of slider test and the random test as the final parameters to test the rendering acceleration.

We further conducted statistical analysis on the difference between $\sigma_{UF}$ and $\sigma_{NF}$. With a paired T-test, we found a significant effect that the foveation parameter $\sigma_{UF}$ required for the non-dominant eye is higher than the foveation parameter $\sigma_{NF}$ for the dominant eye (with $p = 7.0530 \times 10^{-10} < 0.05$). Hence, we reach a conclusion that the disparity between the visual acuity in the dominant eye and the non-dominant eye is significantly different for the users.

For the random test, we also present the average score in Step 1 (estimation of $\sigma_{UF}$) and Step 2 (estimation of $\sigma_{NF}$) over different scenes and different users as shown in Fig. 6. We notice that both $S_{UF}$ and $S_{NF}$ decrease with the increase of the foveation parameter. To achieve perceptually identical and minimal perceptual difference between regular rendering and foveated rendering for most users, we may choose $\sigma_{UF} = 2.0$ and $\sigma_{NF} = 3.0$ as the desired parameters.

### 5.3 Quality Evaluation

We analyzed whether there exists a significant difference of the quality evaluation results between the slider test and the random test. With the paired T-test, we did not find a significant effect between the slider test and the random test (with $p = 0.8629 > 0.05$).

The frequency from score $= 1$ to score $= 5$ is shown in Table 1. We notice that $P(score \geq 4)$ $\geq 85$% for both comparisons in the slider test and that $P(score \geq 4)$ $\geq 95$% for both comparisons in the random test. The result indicates the generalizability of eye-dominance-guided foveated rendering. We can get acceptable perceptual quality that on different scenes with the measured parameters from the user study.

### 5.4 Rendering Acceleration

We have implemented the eye-dominance-guided foveated rendering pipeline in C++ 11 and OpenGL 4 on NVIDIA GTX 1080 to measure the rendering acceleration. We report our speedups based on the sophisticated Amazon Lumberyard Bistro dataset [20] at the resolution of 1280 $\times$ 1440 per eye. The frame-rates and speedups of the original kernel foveated rendering (KFR) and the eye-dominance-guided foveated rendering (EFR) compared with traditional regular rendering (RR) are shown in Fig. 7. The speedup of the eye-dominance-guided foveated rendering compared with the original kernel foveated rendering ranges between 1.06 $\times$ and 1.47 $\times$ with an average speedup of 1.35 $\times$.
6 Conclusions and Future Work

In this paper, we have presented eye-dominance-guided foveated rendering (EFR), which achieves a significant speed-up by rendering the scene in the dominant eye with a lower foveation level (higher detail) and rendering the scene in the non-dominant eye with a higher foveation level (lower detail). This technique takes advantage of the ocular dominance property of the human visual system, and leverages the difference in acuity and sensitivity between the dominant eye and the non-dominant eye. Our approach can be easily integrated into the current rasterization rendering pipeline for head-mounted displays. We envision that EFR would be also beneficial to data streaming for networked VR applications such as Google Stadia, Microsoft Project xCloud, Montage4D, and Geollery by reducing the bandwidth requirements.

6.1 Future Directions

6.1.1 Temporal Artifacts

One of the grand challenges in foveated rendering is handling artifacts due to temporal aliasing of moving objects [18], phase-aligned aliasing [38], and saliency-based aliasing [36]. Since the eye-dominance-guided foveated rendering relies on different levels of foveation for the two eyes, such challenges are likely to be even greater. We plan to study and address these challenges in the future work.

6.1.2 Personalized VR Rendering

Ocular dominance studies [4] indicate that 70% of the population is right-eye dominant and 29% is left-eye dominant. Thus, we expect that most users stand to benefit from eye-dominance-guided foveated rendering. In terms of personalized VR rendering, prior art has investigated how to personalize spatial audio for virtual environments using head-related transfer functions based on the ears’ shape [44]. Further research may investigate how to enhance the visual experience of a user based on the eye prescription.

6.1.3 Further Leveraging Human Perception

An important argument in the study of visual direction is that there is a center or origin for judgments of visual direction called cyclopean eye [27]. Elbaum et al. [9] demonstrates that tracking accuracy is better with the cyclopean eye than with the dominant and non-dominant eye. Xia and Peli [42] propose a perceptual space model for virtual reality content based on the gaze point of the cyclopean eye. How the human visual system integrates the input from the two eyes into a cyclopean vision and how virtual reality in general, and foveated rendering in particular, could leverage it to improve visual quality and efficiency is deeply intriguing. We plan to delve into exploring how the foveated rendering system could be integrated with the cyclopean eye to further improve the immersive viewing experience and enhance the interaction accuracy between HMD and users.
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