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Abstract—Light fields capture both the spatial and angular rays, thus enabling free-viewpoint rendering and custom selection of the focal
plane. Scientists can interactively explore pre-recorded microscopic light fields of organs, microbes, and neurons using virtual reality
headsets. However, rendering high-resolution light fields at interactive frame rates requires a very high rate of texture sampling, which is
challenging as the resolutions of light fields and displays continue to increase. In this paper, we present an efficient algorithm to visualize
4D light fields with 3D-kernel foveated rendering (3D-KFR). The 3D-KFR scheme coupled with eye-tracking has the potential to accelerate
the rendering of 4D depth-cued light fields dramatically. We have developed a perceptual model for foveated light fields by extending the
KFR for the rendering of 3D meshes. On datasets of high-resolution microscopic light fields, we observe 3.47×−7.28× speedup in light
field rendering with minimal perceptual loss of detail. We envision that 3D-KFR will reconcile the mutually conflicting goals of visual fidelity
and rendering speed for interactive visualization of light fields.

Index Terms—light fields, foveated rendering, microscopic light fields, eye tracking, visualization.
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1 INTRODUCTION

Classic light field rendering is limited to low-resolution images
because the rendering process of large-scale, high-resolution light
field image arrays requires a great amount of texture sampling, thus
increasing the latency of rendering and streaming.

With the rapid advances in optical microscopy imaging, several
technologies have been developed for interactively visualizing or
reconstructing microscopy volumes [1]–[3]. Recently, light field
microscopy [4] has emerged, which allows one to capture light
fields of biological specimens in a single shot. Afterwards, one
could interactively explore the microscopic specimens with a light-
field-renderer, which automatically generates novel perspectives
and focal stacks from the microscopy data [5]. Unlike regular im-
ages, light field microscopy enables natural-to-senses stereoscopic
visualization. Users may examine the high-resolution microscopy
light fields with the inexpensive commodity virtual reality head-
mounted displays (HMDs) as a natural stereoscopic tool. The
method of rendering light field microscopy can be applicable to
high-resolution light fields from other sources.

To the best of our knowledge, the interactive visualization
of high-resolution light fields with low latency and high-quality
remains a challenging problem.

Human vision spans 135° vertically and 160° horizontally, but
the highest-resolution foveal vision only covers a 5° central region
of the vision [6]. The peripheral vision are fast in perception [7] but
has lower visual acuity. As estimated by Patney et al. [8], only 4%
of the pixels in a modern HMD are mapped on the fovea. Therefore,
foveated rendering techniques that allocate more computational
resources for the foveal pixels and fewer resources elsewhere can
dramatically speed up light field visualization.

In this paper, we present 3D-kernel foveated rendering (3D-
KFR), a novel approach to extend the kernel foveated rendering
(KFR) [9] framework to light fields. In 3D-KFR, we parameterize
the foveation of light fields by embedding polynomial kernel
functions in the classic log-polar mapping [10], [11] for each
slice. This formulation allows us to alter both the sampling density
and distribution, and match the perceptual acuity of virtual reality
HMDs. Next, we optimize 3D-KFR by adjusting the weight of
each slice in the light fields, so that it automatically selects the

optimal foveation parameters for different images according to the
gaze position and achieves higher speedup. In this way, 3D-KFR
further accelerates the rendering process of high-resolution light
fields while preserving the perceptually accurate foveal detail.

We validated our approach on the rendering of light fields by
carrying out both quantitative experiments and user studies. Our
method achieves speedups of 3.47×−7.28× on different levels of
foveation and different rendering resolutions. Moreover, our user
studies suggest optimal parameters for rendering of foveated light
fields on modern HMDs.

In summary, our contributions include:

1) designing 3D-KFR, a new visualization method to observe
the light fields, which provides similar visual results as
the original light fields, but at a higher rendering frame
rate;

2) conducting user studies to identify the 3D-KFR parameters
governing the density of sampling to maximize perceptual
realism and minimize computation for foveated light fields
in HMDs;

3) implementing the 3D-KFR light fields pipeline on a GPU,
and achieving speedups of up to 7.28× for the light
fields with a resolution of 25×25×1024×1024 px with
minimal perceptual loss of detail.

We organize the paper as follows: Section 2 summarizes the
development of foveated 3D graphics and light field rendering.
The detailed algorithm for kernel foveated rendering for light
fields follows in Section 3 and the user study follows in Section 4.
Results of the user study, performance evaluation for the rendering
acceleration, and discussions are presented in Section 5. We
conclude the paper and propose future work in Section 6.

2 RELATED WORK

Our work is inspired by the prior art in foveated 3D graphics and
light field microscopy.
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2.1 Foveated 3D Graphics

Approaches for foveated rendering, including mesh simplification
in the areas of lower acuity [12]–[14], are reviewed by Weier et
al. [15]. Texture sampling and shading have gradually come to
dominate the costs of rendering sophisticated scenes on modern
rendering pipelines [16], [17]. Ragan-Kelley et al. [18] use
decoupled sampling for stochastic super-sampling of motion and
defocus blur at a reduced shading cost. Guenter et al. [6] present
a three-pass pipeline for foveated 3D rendering by using three
eccentricity layers around the tracked gaze point. Vaidyanathan et
al. [17] perform foveated rendering by sampling coarse pixels
(2×2 pixels and 4×4 pixels) in the peripheral regions. Clarberg et
al. [19] propose a modification to the current hardware architecture,
which enables flexible control of shading rates and automatic
shading reuse between triangles in tessellated primitives. He et
al. [16] introduce multi-rate GPU shading to support more shading
samples near regions of specular highlights, shadows, edges, and
motion blur regions, helping achieve a 3× to 5× speedup. Bektas et
al. [20] present a testbed featuring gaze-contingent displays, which
is able to manage the visual level of detail. With multiple models
of the human visual system combined, the system can respond
to the viewer’s gaze in real-time and rendering a space-variant
visualization. Patney et al. [8], [21] optimize foveated rendering
[17] by addressing temporal artifacts through pre-filters and
temporal anti-aliasing. They also show that contrast preservation
greatly enhances the image quality by reducing the tunneling effect.
Swafford et al. [22] implement four independent foveated renderers.
The first method reduces peripheral resolution. The second varies
per-pixel depth-buffer samples in the fovea and periphery for screen-
space ambient occlusion. The third implements a terrain renderer
using GPU-level tessellation for the fovea. The final method varies
the per-pixel ray-casting steps across the field of view (FoV).
Stengel et al. [23] use adaptive sampling from fovea to peripheral
regions in a gaze-contingent deferred shading pipeline. Meng et
al. [9] present kernel foveated rendering (KFR) for meshes, which
parameterizes foveated rendering by embedding polynomial kernel
functions in the classic log-polar mapping, thus allowing users to
vary the sampling density and distribution that matches human
perception. Ritschel et al. [24] also rasterize the rendered image
with spatially varying pixel density to produce foveated images.
Turner et al. [25] propose an algorithm to reduce motion artifacts in
the periphery of foveated rendering by aligning the rendered pixel
grid to the virtual scene content during rasterization and upsampling.
In addition to the application of rendering, the foveation technique
could also be applied to accelerate video streaming [26], path
tracing [27], and depth-of-field filtering [28].

2.2 Light Field Rendering

4D light fields [29], [30] represent an object or a scene from
multiple camera positions. Chai et al. [31] determine the minimum
sampling rate for light field rendering by spectral analysis of
light field signals using the sampling theorem. Ng [32] con-
tributes to a Fourier-domain algorithm for fast digital focusing
for light fields. Lanman and Luebke [33] propose near-eye light
field displays supporting continuous accommodation of the eye
throughout a finite depth of field, thus providing a means to
address the accommodation-convergence conflict occurring with
existing stereoscopic displays. Huang et al. [34] analyze the lens-
distortion in light field rendering and correct it, thus improving
the resolution and blur quality. Zhang et al. [35] propose a unified

mathematical model for multilayer-multiframe compressive light
field displays that significantly reduces artifacts compared with
attenuation-based multilayer-multiframe displays. Lee et al. [36]
propose foveated retinal optimization (FRO), which has tolerance
for pupil movement without gaze tracking while maintaining image
definition and accurate focus cues. The system achieves 38°×19°
FoV, continuous focus cues, low aberration, small form factor,
and clear see-through property. However, FRO adopts the idea
of foveation to improve the display performance of the multi-
layer displays rather than the rendering speed of 3D content.
Sun et al. [37] design a real-time foveated 4D light field rendering
and display system. Their work analyzes the bandwidth bound
for perceiving 4D light fields and proposes a rendering method
with importance sampling and a sparse reconstruction scheme.
Their prototype renders only 16%− 30% of the rays without
compromising the perceptual quality. The algorithm is designed for
the desktop screen. In contrast to the previous work, our approach
focused on foveated visualization of large light fields in virtual
reality HMDs. Mildenhall et al. [38] propose an algorithm to render
novel views from an irregular grid of sampled views by expanding
each sampled view into a local light field via a multiplane image
(MPI) scene representation and blending adjacent local light fields.

2.3 Light Field Microscopy

Weinstein and Descour [39] use lens arrays for single-view-point
array microscope with ultra-wide FOV instead of light fields with
perspective views. Levoy et al. [4] propose using light fields to
produce microscopy with perspective views and focal stacks. Wilt et
al. [40] confirm the importance of observing cellular properties by
using light microscopy for neuroscientists. The advances include
enabling new experimental capabilities and permitting functional
imaging at faster speeds. Prevedel et al. [5] implement a light
field deconvolution microscopy and demonstrate its ability to
simultaneously capture the neuronal activity of the entire nervous
system.

3 3D-KERNEL FOVEATED RENDERING FOR 4D
LIGHT FIELDS

In this section, we first introduce KFR for 4D light field rendering.
Next, we generalize KFR to 3D-KFR. Finally, we discuss the
resulting rendering acceleration that 3D-KFR achieves over KFR.

3.1 KFR for 4D Light Field Rendering

In the k× k light fields with image resolution of W ×H, the total
number of texture samples for rendering the original light fields
Noriginal is:

Noriginal = k2 ·WH (1)

KFR accelerates the rendering process of light fields by reducing
texture sampling. In the first pass, we perform kernel log-polar
transformation for each slice and render to a reduced resolution
buffer with dimensions of k× k×w× h. In the second pass, we
perform the inverse log-polar transformation to map the pixels back
to the screen. As defined in Meng et al. [9], the kernel function
K(x) can be any monotonically increasing function with K(0) = 0
and K(1) = 1, such as a polynomial,

K(x) =
∞

∑
i=0

βixi, where
∞

∑
i=0

βi = 1. (2)
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Fig. 1. The pipeline of the foveated light field. Part (a) represents the light fields image array, the region with dark-green mask represents the foveal
region that the local center camera position of the frames are around fovea. The peripheral region masked by light-green are the regions that the local
center camera position of the frames is far from the fovea. We apply kernel log-polar transformation for each image with different σ (σ is determined
by the gaze position) to get the image sub-arrays as shown in the left part of (b). Then we average the image sub-arrays to get textures as shown in
the right part of (b). Finally, we apply the inverse log-polar transformation for each sub-array, calculate the weighted sum of pixel values and perform
anti-aliasing to get the final image displayed on-screen as shown in part (c).

We next present the two passes of the KFR algorithm.
In the first pass, we transform the image from Cartesian

coordinates to kernel log-polar coordinates. For each pixel in screen
space with coordinates (x,y), foveal point F (x̊, ẙ) in Cartesian
coordinates, we define x′, y′ as

x′ = x− x̊, y′ = y− ẙ. (3)

Then, we transform point (x′,y′) to (u,v) in kernel log-polar
coordinates using Equation 4,

u = K−1
(

log‖x′,y′‖2

L

)
·w

v =
(

arctan
(

y′

x′

)
+1
[
y′ < 0

]
·2π

)
· h

2π

(4)

K−1 (·) is the inverse of the kernel function, and L is the log of
the maximum distance from fovea to one of the four corners of the
screen as shown in Equation 5,

L = log(max(max(l1, l2) ,max(l3, l4))) . (5)

Here,
l1 = ‖x̊, ẙ‖2

l2 = ‖W − x̊,H− ẙ‖2

l3 = ‖x̊,H− ẙ‖2

l4 = ‖W − x̊, ẙ‖2

(6)

We define σ = W
w = H

h as the ratio between the full-resolution
screen width (or height) and the reduced-resolution buffer width (or
height). The number of texture samples for the first pass NKFR pass 1
can be theoretically inferred as:

NKFR pass 1 = k2 ·W
σ
· H

σ
=

k2

σ2 ·WH (7)

In the second pass, a pixel with kernel log-polar coordinates
(u,v) is transformed back to (x′′,y′′) in Cartesian coordinates. Let

A =
L
w
, B =

2π

h
, (8)

then the inverse transformation can be formulated as Equation 9,

x′′ = exp(A ·K(u)) · cos(Bv)+ x̊

y′′ = exp(A ·K(u)) · sin(Bv)+ ẙ
(9)

The number of texture samples for the second pass NKFR pass 2
is

NKFR pass 2 =WH (10)

The total number of texture samples for rendering the light
fields with KFR is:

NKFR = NKFR pass 1 +NKFR pass 2

=

(
k2

σ2 +1
)
·WH

(11)

The parameter σ controls the total number of pixels of the
reduced-resolution buffer, thus controlling the foveation rate and
the amount of sampling. Comparing Equations 1 and 11, the
number of texture samples can be greatly reduced in KFR with
σ > 1.0. Kernel function controls the distribution of pixels in the
whole image. By adjusting kernel functions, we can determine the
pixel distribution and choose one that mimics the photo-receptor
distribution of human eyes. The kernel log-polar mapping algorithm
allows us to mimic the fall-off of photo-receptor density of human
visual system with different σ and different kernel functions.

3.2 3D-KFR for 4D Light Fields

The rendering of 4D light fields is different from the rendering
of 3D meshes because the center camera position of each slice
is different. Since the foveation level of a pixel is affected by
the distance to the center camera, the foveation parameter can
be different for different slices in a light-field image array. We
optimize the KFR algorithm into 3D-KFR by adjusting the weight
of each slice in the light fields, so that it automatically selects the
optimal foveation parameters for different images according to the
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(b) 3D-KFR, σ = 1.2(a) original light field (d) 3D-KFR, σ = 3.0(c) 3D-KFR, σ = 2.0

fovea fovea fovea fovea

Fig. 2. The result comparison of the foveated light fields with fovea on the center of the screen. (b) - (d) are the application of 3D-KFR on light fields
with (b) σ0 = 1.2, (c) σ0 = 2.0, (d) σ0 = 3.0. The left zoomed-in views show that the application of 3D-KFR doesn’t make changes in the fovea; the
middle zoomed-in views and the right zoomed-in views show that larger σ0 causes detail loss in the peripheral region.

foveafoveafoveafovea

(b) 3D-KFR, σ = 1.2(a) original light field (d) 3D-KFR, σ = 3.0(c) 3D-KFR, σ = 2.0

Fig. 3. The result comparison of the foveated light fields with fovea on the peripheral region of the screen. (b) - (d) are the application of 3D-KFR on
light fields with (b) σ0 = 1.2, (c) σ0 = 2.0, (d) σ0 = 3.0. The left zoomed-in views show that the application of 3D-KFR doesn’t make changes in the
fovea; the middle zoomed-in views and the right zoomed-in views show that larger σ0 causes detail loss in the peripheral region.

gaze position, thereby achieving greater speedup. Our algorithm
consists of two passes as shown in Figure 1.

We define d as the distance between the local center camera of
the frame Xcam i j(xi j,yi j) and the gaze position Xcam 0(x0,y0),

d =
∥∥Xcam 0−Xcam i j

∥∥
2 (12)

We partition the original dataset into multiple progressive
regions: the inner foveal region (highlighted in dark green) indicates
the fovea, i.e., where the user is currently looking at; as d increases,
the peripheral regions (highlighted in lighter green and white) are
rendered in smaller framebuffers with less texture sampling.

We classify the frame of the i-th row and j-th column Ii j to
foveal region or peripheral region with different framebuffers by d

as shown in Equation 13.

Ii j ∈



foveal region d < r0

peripheral region 1 r0 ≤ d < r1

peripheral region 2 r1 ≤ d < r2

... ...

peripheral region N rN−1 ≤ d < rN

(13)

In the first pass, assume the foveal region covers k0 frames and
the peripheral region i covers ki frames. Our approach reduces
the framebuffer size for the foveal region by σ2

0 , and reduces
the framebuffer size for the peripheral region i by σ2

1 ,..., σ2
N ,

respectively. Then the number of total texture samples in the first
pass N3D-KFR pass 1 can be theoretically inferred as:

N3D-KFR pass 1 = k0 ·WH · 1
σ2

0
+ k1 ·WH · 1

σ2
1
+ ...+ kN ·WH · 1

σ2
N

=

(
k0

σ2
0
+

k1

σ2
1
+ ...+

kN

σ2
N

)
·WH

(14)
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We can also write Noriginal as:

Noriginal = k2 ·WH = (k0 + k1 + ...+ kN) ·WH (15)

So the total number for texture sampling for the foveal region
and peripheral region are reduced by 1

σ2
0
×, 1

σ2
1
×, ..., and 1

σ2
N
×,

respectively. We choose smaller σ with small d in order to keep
more details. And we choose larger σ for frames with larger
distance in order to reduce rendering cost (i.e., σ0 ≤ σ1 ≤ ...≤ σn).

The algorithm of light field rendering combined with kernel
log-polar transformation is shown in Algorithm 1.

ALGORITHM 1: 3D-KFR: Pass I
Input:

Aperture size: a,
focal point ratio: f ,
fovea coordinate in screen space: Xfovea (x̊, ẙ),
pixel coordinate in LP-Buffer: Xbuffer (u,v),
k× k light fields {I} with image resolution of n×n.

Output:
Pixel value Cbuffer, σ for the coordinate Xbuffer.

1: acquire the coordinate for the center camera Xcam 0
2: acquire the coordinate for the fovea Xfovea
3: initialization: Cbuffer, σ ← 0,Nbuffer, σ ← 0
4: for row index i ∈ [0,k] do
5: for column index j ∈ [0,k] do
6: calculate σ with Xfovea with Equation 13
7: update L with Xfovea with Equation 5
8: let A = L

w , B = 2π

h
9: acquire Xcam i j for frame Ii j

10: di j←
∥∥Xcam 0−Xcam i j

∥∥
2

11: if di j < a then
12: x′← exp(A ·K(u,σ)) · cos(Bv)+ x̊
13: y′← exp(A ·K(v,σ)) · sin(Bv)+ ẙ
14: X ′Sample← (x′,y′)
15: XSample← Xcam i j +(X ′Sample−Xcam i j) · f
16: if XSample in the range of the screen then
17: Cbuffer, σ ←Cbuffer, σ + Ii j ·Color(XSample)
18: Nbuffer, σ ← Nbuffer, σ +1
19: end if
20: end if
21: end for
22: end for
23: return Cbuffer, σ ←

Cbuffer, σ

Nbuffer, σ

In the second pass, we carry out the inverse-log-polar transfor-
mation with anti-aliasing to map the reduced-resolution rendering
to the full-resolution screen, the algorithm is shown in Algorithm 2.
We use a Gaussian filter with a 5×5 kernel to reduce artifacts in
the peripheral regions of the recovered image in the screen.

The number of texture samples for the second pass
N3D-KFR pass 2 is:

N3D-KFR pass 2 = (1+N) ·WH (16)

The total number of texture samples for rendering the light fields
with 3D-KFR is

N3D-KFR = N3D-KFR pass 1 +N3D-KFR pass 2

=

(
k0

σ2
0
+

k1

σ2
1
+ ...+

kN

σ2
N
+1+N

)
·WH

(17)

In the light field rendering, we commonly have k ≥ 16. In
3D-KFR, we commonly have 1.0 < σ ≤ 3.0, and we choose N = 2
as the number of peripheral regions and K(x) = x4 as the kernel
function. Therefore, we have

NKFR pass 2 =WH� k2

σ2 ·WH = NKFR pass 1, (18)

and

N3D-KFR pass 2 = (N +1)WH

�
(

k0

σ2
0
+

k1

σ2
1
+ ...+

kN

σ2
N

)
·WH = N3D-KFR pass 1.

(19)
Equations 18 and 19 show that the extra time consumed by the
Pass II can be omitted. We then have

NKFR ≈ (
k2

σ2
0
) ·WH (20)

N3D-KFR ≈
(

k0

σ2
0
+

k1

σ2
1
+ ...+

kN

σ2
N

)
·WH (21)

Comparing Equations 1, 20 and 21, we have

N3D-KFR� NKFR� Noriginal, (22)

which shows that the 3D KFR scheme can accelerate the rendering
of the light fields beyond a simple KFR approach. The resulting
comparison of the original light fields rendering and the 3D-KFR
for light fields is shown in Figure 2 and Figure 3. With 3D-KFR
applied, pixel density decreases from the fovea to the periphery. We
do not notice any differences in the fovea with different σ0 between
the left zoomed-in views because 3D-KFR uses a weighted-sum
which strengthens the frames with small d. For the same reason,
we can notice the loss of detail from the right zoomed-in views
of the periphery. Next, we determine what parameters ensure that
the peripheral loss and the peripheral blur are not noticeable by
conducting user studies.

ALGORITHM 2: 3D-KFR: Pass II
Input:

Fovea coordinate in screen space: Xfovea (x̊, ẙ),
pixel coordinate in screen space: XDisplay (x,y),

Output:
Pixel value Cdisplay for coordinate XDisplay.

1: initialization: Cdisplay← 0,Ndisplay← 0
2: acquire the coordinate for the fovea Xfovea
3: update L with Xfovea with Equation 5
4: for each attachment Iσ in LP-Buffer do
5: x′← x− x̊
6: y′← y− ẙ

7: u←K−1
(

log‖x′,y′‖
L

)
·w

8: v← arctan
(

y′
x′

)
h

2π
+1 [y′ < 0] ·h

9: XSample← (u,v)
10: Cdisplay←Cdisplay + Iσ ·Color(XSample)
11: Ndisplay← Ndisplay +1
12: end for
13: return Cdisplay←

Cdisplay
Ndisplay
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4 USER STUDY

We have carried out user studies to find the largest foveation
parameter values for σ0 that results in visually acceptable foveated
rendering.

4.1 Apparatus
Our user study apparatus is shown in Figure 4. We used an
Alienware laptop with an NVIDIA GTX 1080, a FOVE HMD, and
an XBOX controller. The FOVE display has a 100° field of view,
a resolution of 2560×1440, and a 120 Hz infrared eye-tracking
system with a precision of 1° and a latency of 14 ms.

Since public datasets on large-scale and high-resolution mi-
croscopy light fields datasets are not yet available, we have
rendered and open sourced 30 microscopy light field datasets1.
We synthesized the microscopy dataset on Cell and Cellular Lattice
for the user study.

Fig. 4. Our user study set up with gaze-tracker integrated into the FOVE
head-mounted display.

4.2 Participants
We recruited a total of 22 participants via campus email lists and
flyers. All participants are at least 18 years old with normal or
corrected-to-normal vision (with contact lenses).

4.3 Procedure
We conducted three different and independent experiments to test
the parameters for which 3D-KFR produces acceptable quality to
non-foveated rendering: a Pair Test, a Random Test, and a slider
test. Inspired by prior user studies [8], [23], we instructed the
participants to maintain their gaze at the center of the screen so the
participants experienced a similar visual field across all the trials.

In the Pair Test, we presented each participant with pairs of
foveated and full-resolution light field renderings. We presented
the two renderings in each pair in a random order and separated
by a short interval of black screen (0.75 seconds). The foveation
parameter ranged between σ0 = 1.2 to σ0 = 3.0. Pairs at all quality
levels in this range were presented twice (monotone increasing
then monotone decreasing) for each dataset, i.e. σ0 increased from
1.2 to 3.0 then decreased from 3.0 to 1.2. At the end of each
comparison, the participant responded upon the similarity between
the two rendering results by the XBOX controller. The answer
contains 5 confidence levels: 5 represents perceptually identical, 4
represents minimal perceptual difference, 3 represents acceptable

1. Simulated HD Light Fields: https://foveation.umiacs.umd.edu/3D KFR/
index.html

perceptual difference, 2 represents noticeable perceptual difference
and 1 represents significant perceptual difference.

In the Random Test, we presented each participant with pairs
of foveated and full-resolution light field renderings. We presented
the two renderings in each pair in a random order and separated by
a short interval of black (0.75 seconds). The foveation parameter
ranged between σ0 = 1.2 to σ0 = 3.0. Pairs at all quality levels in
the range were presented once for each dataset in random order.
At the end of each comparison, the participant responded upon the
similarity between the two rendering results by the XBOX controller.
The answer contains 5 confidence levels: 5 represents perceptually
identical, 4 represents minimal perceptual difference, 3 represents
acceptable perceptual difference, 2 represents noticeable perceptual
difference and 1 represents significant perceptual difference.

The slider test lets the participants navigate the foveation
quality space themselves. First, the participant observed the full-
resolution rendering result as a reference. Next, we presented the
participant with the lowest level of foveation quality (σ0 = 3.0)
while the participant could progressively increase the foveation
level (with a step size of 0.1). The participant switched between the
foveated rendering result and the reference image back and forth,
until they found out the lowest foveation level which is visually
equivalent to the non-foveated reference. We recorded the first
quality level index at which the participant stopped as the final
response for the slider test.

While the eye-tracking data from the FOVE HMD could be
used at a high level for ensuring that the users gaze points are at the
foveal location, there are internal errors in the current generation
eye-tracking HMDs, e.g., mismatch of left and right eye positions
and jittering of the gaze positions, especially around eye blinks.
Therefore, it is not satisfactory to depend on the current FOVE
HMD’s eye-tracking results for validating the participants’ focus.
We therefore instruct the participants to focus on the center of
the rendered light fields and assist them to focus with a tiny
dot at the center of the screen. Additionally, we evaluate the
participants’ performance with respect to the ground truth data for
the determination of the participants’ attention.

To ensure the validity of our study, we randomly inserted 30%
of the trials to be control or validation trials, that had identical full-
resolution results for both choices in the Pair Test and the Random
Test. If the participant declared these validation renderings to have
a low score for similarity (3 or lower): mostly the same with
acceptable difference, noticeable difference or totally different, we
would ask the participant to stop, take some rest, and then continue.
Meanwhile, we recorded this choice as an error. If error ≥ 5 in
the Pair Test and the Random Test, we would stop the user study
and discard the data of the user. We discarded two participants
according to this rule.

5 RESULTS AND ANALYSIS

Let Sσ be the average score of all the users for a specific σ0,
and let Pσ be the percentage of responses of rated foveated and
non-foveated renderings as perceptually identical (5) and minimal
perceptual difference (4) for a specific σ = σ0.

The result of Sσ for the Pair Test is shown in Figure 5.
Generally, Sσ decreases with the increase of σ0. A Friedman test
revealed a significant effect of the users’ responses on foveation
parameter σ

(
χ2(20) = 104.3, p < 8.9×10−14

)
. The result of Pσ

for the Pair Test is shown in Figure 6. We have identified a
threshold of Pσ = 90% for σpair = 2.4 as the foveation parameter

https://foveation.umiacs.umd.edu/3D_KFR/index.html
https://foveation.umiacs.umd.edu/3D_KFR/index.html
https://foveation.umiacs.umd.edu/3D_KFR/index.html
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Fig. 5. The Pair Test responses of Sσ across sliding foveation parameters σ . Sσ decreases with the increase of σ . 5 represents perceptually identical,
4 represents minimal perceptual difference, 3 represents acceptable perceptual difference, 2 represents noticeable perceptual difference, and 1
represents significant perceptual difference (2 and 1 are not shown).
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Fig. 6. The Pair Test responses of Pσ across sliding foveation parameters σ . Pσ decreases with the increase of σ .
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Fig. 7. The Random Test responses of Sσ across gradually varied
foveation parameters σ . Sσ decreases with the increase of σ . 5 repre-
sents perceptually identical, 4 represents minimal perceptual difference,
3 represents acceptable perceptual difference, 2 represents noticeable
perceptual difference, and 1 represents significant perceptual difference
(2 and 1 are not shown).

that provides minimal perceptual differences based on the Pair
Test.

The result of Sσ for the Random Test is shown in Figure 7.
The trend that Sσ decreases with an increase of σ matches our ex-
pectation. A Friedman test revealed a significant effect of the users’
responses on foveation parameter σ

(
χ2(20) = 29.2, p < 0.0006

)
.

The result of Pσ for the Random Test is shown in Figure 8. We
have identified a threshold of Pσ = 90% for σrandom = 2.6 as the
foveation parameter that provides minimal perceptual differences
based on the Random Test.

The histogram of the user-chosen thresholds in the Slider
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Fig. 8. The Random Test responses of Pσ across sliding foveation
parameters σ . Pσ decreases with the increase of σ .

Test is shown in Figure 9. For instance, the histogram shows
that 25% of the users found that σ = 3.0 or lower is acceptable;
75% of the users found that σ = 1.8 or lower is acceptable. With
σ0 = 1.6, 80% of the users considered that the foveated rendering
is visually indistinguishable from full-resolution rendering. We
chose threshold σslider = 1.6.

Note that σslider = 1.6 is smaller than σpair = 2.4 and σrandom =
2.6. We speculate that the reason for a smaller sigma in the Slider
Test is: if the users are free to choose the threshold, they tend
to choose the best quality they can achieve, instead of the lower
bound of the perceptually indistinguishable quality.

Using the three parameters, one could think of building a
foveated rendering system where the saccades are implemented
with σ = 2.6 and the fixation implemented with σ = 1.6.
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Resolution Ground Truth σ = 1.6 σ = 2.4 σ = 2.6
3D KFR 3D-KFR Speedup 3D KFR 3D-KFR Speedup 3D KFR 3D-KFR Speedup

20×20×1024×1024 66.83 ms 19.27 ms 3.47× 10.22 ms 6.54× 9.39 ms 7.11×
21×21×1024×1024 74.17 ms 22.39 ms 3.31× 11.90 ms 6.24× 10.39 ms 7.14×
22×22×1024×1024 92.33 ms 28.26 ms 3.27× 14.65 ms 6.30× 12.64 ms 7.30×
23×23×1024×1024 100.26 ms 30.64 ms 3.27× 16.30 ms 6.15× 13.95 ms 7.18×
24×24×1024×1024 122.29 ms 35.92 ms 3.40× 19.09 ms 6.41× 16.79 ms 7.28×
25×25×1024×1024 138.93 ms 41.42 ms 3.35× 21.96 ms 6.33× 19.09 ms 7.28×

TABLE 1
The average timings and the corresponding speedups of 3D-KFR at different light field dimensions and foveation parameters σ . We used the Tissue

datasets for the performance evaluation.
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Fig. 9. The histogram of the optimal foveation parameter σ selected by
each user in the Slider Test. For instance, the histogram shows that 80%
of the users found that σ = 1.6 or lower is acceptable.
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Fig. 10. The rendering time for light fields with different dimension and
different σ .

Performance Evaluation and Discussion We have imple-
mented the 3D kernel foveated rendering pipeline in C++ 11
and OpenGL 4 on NVIDIA GTX 1080. We report the results
of our rendering acceleration for the tissue dataset at the reso-
lution of k× k× 1024× 1024. We tested the rendering time for
different light field dimensions (20 ≤ k ≤ 25) and different σ0
(1.2≤ σ0 ≤ 3.0) with σ1 = 1.6σ0, σ2 = 2.0σ1. We used the kernel
function K(x) = x4. The evaluations are shown in Figure 10, where
σ0 = 1.0 corresponds to the rendering time of the original fields,
and σ0 > 1.0 corresponds to the 3D-KFR rendering time.

We further tested the rendering time comparison and the
speedup for σslider = 1.6, σpair = 2.4 and σrandom = 2.6 as shown
in Table 1. With σpair = 2.4, the rendering time is less than 21.96
ms (45.54 fps); with σrandom = 2.6, the rendering time is less than
19.09 ms (52.38 fps). σpair = 2.4 and σrandom = 2.6 meets the real-
time requirement of 30 fps. With σslider = 1.6, the rendering times
for k = 20,21,22, or 23 are less than 30.64 ms (32.64 fps), which
meets the real-time requirement of 30 fps. While the rendering
times for k = 24 and 25 are less than 41.42 ms (24.14 fps), they
are still able to achieve reasonably interactive frame rates.

The comparisons of the visualization of the original light field
rendering and the 3D-KFR rendering of different datasets are shown
in Figure 11 - Figure 13 (please see the supplemental material for
all the 30 datasets). We use structural dissimilarity (DSSIM) [41]
[42] between the 3D-KFR and the original light field approaches
as the metric to evaluate the quality of 3D-KFR results. DSSIM
can be derived from structural similarity index (SSIM) [43] [44].
The measurement of SSIM and DSSIM between the two images Ψ

and Ω with size N×N is shown in Equations 23 and 24.

SSIM(Ψ,Ω) =
(2µΨµΩ + c1)(2σΨΩ + c2)

(µ2
Ψ
+µ2

Ω
+ c1)(σ2

Ψ
+σ2

Ω
+ c2)

(23)

DSSIM(Ψ,Ω) =
1−SSIM(Ψ,Ω)

2
(24)

where µΨ and µΩ are the average pixel values for images Ψ and Ω,
respectively; σΨ and σΩ are the pixel variances for images Ψ and
Ω, respectively; σΨΩ is the covariance between images Ψ and Ω;
c1, c2 are two constants used to stabilize the division with a weak
denominator.

SSIM is a perception-based model that considers image
degradation as perceived change in structural information. A pair of
images with low DSSIM indicates better structural similarity. We
measure the average DSSIM of the RGB channels, and we show the
results in Figure 11 - Figure 13. The DSSIM measurement of the
zoomed-in views for the fovea regions are small, which indicates
high visual similarity. With an increase in distance between the
fovea position and the pixel position, the DSSIM increases because
of the foveation effect.

6 CONCLUSIONS AND FUTURE WORK

We have presented 3D-KFR, a novel approach to accelerate
the interactive visualization of high-resolution light fields. We
conduct user studies to determine the optimal foveation parameters
to validate the 3D-KFR pipeline in practice. According to the
quantitative experiments, our methods accelerate the rendering
process of large-scale, high-resolution light fields by a factor of up
to 7.28× at the resolution of 25×25×1024×1024.
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(b) 3D-KFR, σ = 1.6(a) original light field (d) 3D-KFR, σ = 2.6(c) 3D-KFR, σ = 2.4

fovea fovea fovea fovea

DSSIM 2.1e-5 9.03e-5 6.95e-4 4.20e-5 1.64e-4 7.64e-4 5.09e-5 1.85e-4 7.96e-4

Fig. 11. The result comparison of the foveated light field Biomine II. (b) - (d) are the application of 3D-KFR on light field with (b) σslider = 1.6, (c)
σpair = 2.4, (d) σrandom = 2.6. The measured DSSIM (lower is better) is shown for each zoomed-in view.

(b) 3D-KFR, σ = 1.6(a) original light field (d) 3D-KFR, σ = 2.6(c) 3D-KFR, σ = 2.4

fovea fovea fovea fovea

DSSIM 0.0010 0.0210 0.0221 0.0022 0.0311 0.0320 0.0027 0.0365 0.0366

Fig. 12. The result comparison of the foveated light field Cellular Lattice IV. (b) - (d) are the application of 3D-KFR on light field with (b) σslider = 1.6,
(c) σpair = 2.4, (d) σrandom = 2.6. The measured DSSIM (lower is better) is shown for each zoomed-in view.

(b) 3D-KFR, σ = 1.6(a) original light field (d) 3D-KFR, σ = 2.6(c) 3D-KFR, σ = 2.4

fovea fovea fovea fovea

DSSIM 9.90e-7 2.86e-6 1.07e-5 1.79e-6 5.03e-6 3.02e-5 1.95e-6 5.38e-6 3.25e-5

Fig. 13. The result comparison of the foveated light field Red Cells IV. (b) - (d) are the application of 3D-KFR on light field with (b) σslider = 1.6, (c)
σpair = 2.4, (d) σrandom = 2.6. The measured DSSIM (lower is better) is shown for each zoomed-in view.



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 10

Our algorithm offers an effective approach to render the high
resolution light fields using foveation for virtual reality HMD
with low latency, low power consumption and minimal perceptual
differences. With the increase of VR headset resolution and the
growth of the VR market, we envision that 3D-KFR may inspire
further research in the foveated rendering of high-resolution light
fields.

Potential improvements could be gained with the choice of
the relationship between σ0, σ1, and σ2, where other sigma arrays
may provide a higher speedup. However, the trade-off between
rendering quality and foveation parameter σ always exists. We
plan on exploring this relationship between rendering quality and
σ in future.

Our current user study only evaluates static foveation with
fixed gaze position. Extending it to adapt with changes in gaze is
desirable. This will involve taking into account different levels of
temporal sensitivity across various subjects. We hope to further
explore this in the future.
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