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Abstract Most of the existing facial expression recognition methods are based on either only texture features or only geometrical features. In this paper, we propose to improve the performance of facial expression recognition by combining both types of features using fuzzy integral. The geometric features used are the displacements of positions of feature points on the face. We first embed them in a lower dimension-manifold space, then use a modified version of Support Vector Machine (SVM) as the classifier. The texture features are boosted Gabor features. Since the dimension of Gabor features is quite high, we use Adaboost to select the most important features and then use SVM to classify them for different emotions. Finally, we combine these two methods using fuzzy integral. The experiment results show that our method significantly improves the performance of facial expression recognition.

1 Introduction

Facial expression is one of the most powerful, natural and immediate means for human beings to communicate their emotions and intentions. Automatic facial expression analysis plays a vital role in a wide range of applications such as human-computer interaction, data-driven animation and so on. Due to its wide application, it has drawn much attention and interests in recent years. Though much effort has been made, automatic recognition of facial expression remains difficult. The facial action coding system (FACS) is an objective and comprehensive coding system used in the
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behavioral science. Any facial movements can be decomposed into 46 component movements, which roughly correspond to the individual facial muscles [1]. Much research has shown the importance of automatic facial action recognition [2, 3, 4].

Much research effort has been applied to facial expression recognition in the last two decades. The facial expressions under examination were defined by psychologists as a set of six basic facial expressions (anger, disgust, fear, happiness, sadness and surprise) [5]. A survey about recently proposed approaches can be found in [6]. Features employed by most of the existing methods are of two types: geometric features and appearance features. In [7], a shape model of 58 facial landmarks was used to give a set of features. In [8], a set of facial feature points around facial components such as mouth and eyes were used as features. They are both typical examples of methods based on geometric features. In [9] and [10], features were taken from a Gabor wavelets representation. In [11], a comprehensive study on expression recognition based on Local Binary Patterns (LBP) features was conducted. These are all typical examples of methods based on appearance features.

For facial action unit (FAU) detection, pattern recognition techniques such as P-CA, LDA and ICA have been used and compared on different features such as Gabor Wavelet and gray scale histogram [2]. In [12], optical flow and facial feature point tracking were used to perform facial expression information tracking. The extracted features were fed into a HMMs system for facial action detection. In [13], a facial image exhibiting a combination of FAUs is represented as a sparse linear combination of vectors from a basis constituting an over-complete dictionary. By solving an $L_1$-norm minimization, the detection problem is simplified to a rank maximization problem.

In this paper we first investigate the performance of two facial expression recognition methods which use either only texture features or only geometric features. In the first method, we extract the displacements of ASM feature points and embed them in a manifold space with lower dimension, and then we use a modification to the SVM proposed in [14] as the classifier. The modification stems from the fact that the Fisher’s discriminant optimization problem for two classes is a constrained least-squares optimization problem. In the second method, we apply Gabor filters to face images and use Adaboost to select the most important features, which are then classified by SVM. Finally, we combine the two methods using fuzzy integral, which gives better performance than either classifier alone.

The remainder of this paper is organized as follows. In Section 2, we describe expression recognition with geometric features. In Section 3, we describe expression recognition with texture features. In Section 4, we introduce fuzzy integral and show how to use it to combine the two classifiers. In Section 5, we compare the results of four methods — two with one type of features, one with both types, one the state-of-the-art method - on the extended Cohn-Kanade database [18]. The paper is concluded in Section 6.
2 Facial Expression Recognition with Geometric Feature

2.1 Active Shape Model

It has been shown that the active shape model [15] is a good method for locating facial feature points. Generally speaking, ASM fits the shape parameters using optimization techniques such as gradient descent. The shape $S$ of ASM comprises a set of landmarks, namely $S = [x_1, y_1, x_2, y_2, \ldots, x_n, y_n]$, where $n$ is the number of landmarks and $x_i, y_i$ are the coordinates of the $i$th landmark. In our method, we use the displacements of landmarks in the initial and last frame in a series of expression images, where the initial frame is a neutral expression and the last frame is the peak of one of the seven emotions. That is, if $S_{k1}$ is the shape vector of the first frame in the $k$th series of expression images, and $S_{kj}$ is the shape vector of the last frame in the same series, then $\Delta S_k = S_{kj} - S_{k1}$ is the displacements of landmarks in the series, and can be used as the $k$th feature vector for facial action detection and expression recognition. In our method, $n$ is set to 68, so the ASM feature vector has 136 dimensions. Fig. 1 illustrates the landmarks on different expressions.

![Fig. 1: Examples of landmarks on different expressions.](image)

2.2 Manifold Learning

Classical dimensionality reduction methods such as Principal Component Analysis (PCA) are linear and efficient, but they are not suitable for facial expression recognition since the changes in facial expressions are inherently non-linear. In this paper,
we proposed to embed the features in a manifold space with a lower dimension using the Isomap [19] algorithm. For the sake of illustration, we use PCA and Isomap to embed the differential ASM features to a 3-D space and show them in Fig. 2. It can be seen that the result of Isomap is much more separable than that of PCA.

![Fig. 2: Training data in the embed space: (a) result of Isomap; (b) result of PCA.](image)

### 2.3 Modified Support Vector Machine

In [14], it has been shown that by combining statistical pattern recognition and Support Vector Machine (SVM), Fisher's discriminant ratio can be reformulated to a quadratic optimization problem subject to a set of inequality constraints. The detailed motivation can be found in [14]. When applying this approach to expression recognition, we need to define the scatter matrix on the training set first. Let $K$ denote the number of classes, where $K = 7$ for facial expression recognition, $\omega_k$ denote the set of training examples in the $k$th class, and $\mu_k$ denote the mean vector of the $k$th class. Then the scatter matrix is defined as follows:

$$S = \sum_{i=1}^{K} \sum_{g_i \in \omega_k} (g_i - \mu_k)(g_i - \mu_k)^T$$

(1)

Here we discuss only the two-class case in detail, since we can solve the multi-class problem using techniques such as "one-against-one" or "one-against-the-rest". As proposed in [14], the optimization problem of the modified SVM is expressed as

$$\min_{w, b, \varepsilon} wSw^T + C \sum_{i=1}^{N} \varepsilon_i$$

s.t. $y_i(w^T g_i + b) \geq 1 - \varepsilon_i, \varepsilon_i \geq 0$

(2)
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According to the Kuhn-Tucher (KT) conditions, we can derive the solution

\[ w = \frac{1}{2} S^{-1} \sum_{i=1}^{N} \alpha_i y_i g_i \]  

(3)

The resulting decision function is

\[ f(g) = \text{sign}(wg^T + b) \]

\[ = \text{sign}(\frac{1}{2} \sum_{i=1}^{N} \alpha_i y_i g_i^T S^{-1} g + b) \]  

(4)

There are many ways to solve the problem defined in Eq. (2). For example, you can use the “quadprog” function provided in MATLAB.

3 Facial Expression Recognition with Texture Features

3.1 Gabor Wavelet

Gabor-based features have been widely used in facial analysis tasks such as emotion recognition [9] and facial action unit detection [2]. In this paper, we convolve face images with a bank of Gabor filters at five spatial frequencies and eight orientations as proposed in [2]. Though we downsample the resulting image by a factor of sixteen, each feature still remains a vector with 81000 dimensions, which is much larger than the number of training samples. In this paper, we select the most important Gabor features using multi-class Adaboost.

3.2 Multi-class Adaboost

Adaboost [20] is a boosting algorithm that constructs a strong classifier by combining several weak classifiers. The traditional two-class Adaboost algorithm has been successfully applied in many areas. Schapire and Singer [20] have extended Adaboost to multi-class multi-label problems using a measure of Hamming loss. Here we denote the sample space by \( X \) and the label set by \( Y \). Each sample of the multi-class multi-label problem is a tuple \((x, y)\), where \( x \in X \) and \( y \subseteq Y \). For each label \( l \) in \( Y \), we define the following

\[ y[l] = \begin{cases} 
1 & \text{if } l \in y \\
-1 & \text{if } l \notin y
\end{cases} \]  

(5)
Algorithm 1 Multi-class Adaboost

Given: \(((x_1, y_1), \ldots, (x_m, y_m))\)

Initialize \(D_1(i, l) = 1/(mk)\)

for \(t = 1\) to \(T\) do

Select a weak classifier \(h_t\) that maximizes the error measure

\[
r_t = \sum_{ij} D_t(i, l) Y_{ij} h_t(x_i, l)
\]

Let

\[
\alpha_t = \frac{1}{2} \ln \left( \frac{1 + r_t}{1 - r_t} \right)
\]

Update:

\[
D_{t+1}(i, l) = \frac{D_t(i, l) \exp(-\alpha_t Y_{ij} h_t(x_i, l))}{Z_t}
\]

where \(Z_t\) is a normalization factor.

end for

After selecting the most important features using Adaboost, we then feed them into SVM and classify them into different emotions.

4 Fuzzy Integral

Fuzzy integral is integrals of real functions with respect to a fuzzy measure. One of the most representative definitions is Choquet [21].

The discrete Choquet integral of function \(f: X \rightarrow \mathbb{R}^+\) is defined by

\[
C_n(f(x_1), \ldots, f(x_n)) = \sum_{i=1}^{n} f(x_{(i)}) - f(x_{(i-1)}) \mu(A_{(i)})
\]

where the subscript \(i\) indicates that the indices have been rearranged so that \(0 \leq f(x_{(1)}) \leq f(x_{(2)}) \cdots \leq f(x_{(n)}) \leq 1\), and \(A_{(i)} = \{x_{(i)}, \ldots, x_{(n)}\}\), and \(f(x_{(0)}) = 0\).

4.1 Learning Fuzzy Measure

We use fuzzy integral as the classifier combination mechanism for the following two reasons:

- It is representative, since a lot of combination mechanisms, such as weighted sum, min or max rules, are special cases of it.
- We can represent the importance of an individual classifier and interactions among any subset of the classifiers using an appropriate fuzzy measure.
In this section, we will describe the application of fuzzy integral in combining classifiers. Here we assume that the number of classes is $m$, and $T = \{t_1, \ldots, t_m\}$ is the set of given labels. Let $X = \{x_1, \ldots, x_n\}$ be the set of classifiers and $n$ be the number of classifiers. For an observed example $A$, we let $h_i^j(A)$ denote the probability that $A$ belongs to class $j$ given by classifier $x_i$. Then the probability that $A$ belongs to class $j$ is defined by the following:

$$C_u^j(A) = C_u^j(h_1^j(A), \ldots, h_n^j(A))$$

Therefore we can determine that $A$ belongs to the class with highest probability. The last and most important step before applying a fuzzy integral to classifier combination, is to determine the importance of classifiers and the interaction among classifiers, namely the fuzzy measure. For a problem with $n$-classifiers and $m$-classes, we need to determine $m(2^n - 2)$ variables (since the fuzzy measures of $\emptyset$ and $X$ are known to be 0 and 1, respectively). For the sake of simplicity, we assume here that $m = 2$ and the number of examples of the $k$th class is $l_k$. So the criterion for identifying the best fuzzy measure is to minimize the following squared error:

$$J = \sum_{i=1}^{l_1} (C_{u_1}(A_1^i) - C_{u_2}(A_1^i) - 1)^2 + \sum_{i=1}^{l_2} (C_{u_2}(A_2^i) - C_{u_2}(A_2^i) - 1)^2$$  \hspace{1cm} (10)$$

where $A_k^i$ is the $i$th example in class $k$. This problem is a quadratic programming problem which can be solved using packages provided in MATLAB. As mentioned above, a fuzzy integral requires that the output of a classifier is in the form of a probability, so we choose SVM-PO with RBF kernel [17].

5 Experiments

We compare the performance of four algorithms for facial expression recognition on the extended Cohn-Kanade database [18]. In the first algorithm, we extract the Gabor representation of the facial image for five spatial frequencies and eight orientations and downsample it by a factor of sixteen. Then we use Adaboost to select the most important 600 features and feed them into and SVM classifier for expression recognition. We will refer to it as ‘Adaboost+Gabor’. For the second algorithm, we extract the displacements of ASM feature points between the neutral expression and the peak frame of one emotion and embed them in a lower manifold space with a dimension of 100, then we use a modified SVM classifier for expression recognition. We will refer to this as ‘ASM+MSVM’. In the third algorithm, we combine the two classifiers using fuzzy integral; this will be referred to as ‘Fuzzy’. Also, we list the results reported in [18], which will be referred to as ‘SPTS+CAPP’. The confusion matrices of the four methods are listed in Tables 2-4. From these tables, we can see that the method proposed in this paper outperforms the existing approaches in facial expression recognition. We also compare the performance of combining the
two classifiers using different combination strategies in [21], which will be referred to as ‘Max’, ‘Sum’, and ‘Product’. The result shows that fuzzy integral outperforms all these classifier combination methods.

Table 1: Confusion Matrix for Facial Expression Recognition Using ASM+MSVM Method

<table>
<thead>
<tr>
<th></th>
<th>an</th>
<th>co</th>
<th>di</th>
<th>fe</th>
<th>ha</th>
<th>sa</th>
<th>su</th>
</tr>
</thead>
<tbody>
<tr>
<td>an</td>
<td>93.33</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>6.67</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>co</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>di</td>
<td>10.00</td>
<td>0.00</td>
<td>90.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>fe</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>87.50</td>
<td>0.00</td>
<td>12.50</td>
<td>0.00</td>
</tr>
<tr>
<td>ha</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>95.65</td>
<td>0.00</td>
<td>4.35</td>
</tr>
<tr>
<td>sa</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>su</td>
<td>0.00</td>
<td>3.57</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>96.43</td>
</tr>
</tbody>
</table>

Table 2: Confusion Matrix for Facial Expression Recognition Using AdaBoost+Gabor Method

<table>
<thead>
<tr>
<th></th>
<th>an</th>
<th>co</th>
<th>di</th>
<th>fe</th>
<th>ha</th>
<th>sa</th>
<th>su</th>
</tr>
</thead>
<tbody>
<tr>
<td>an</td>
<td>93.33</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>6.67</td>
<td>0.00</td>
</tr>
<tr>
<td>co</td>
<td>16.67</td>
<td>83.33</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>di</td>
<td>0.00</td>
<td>0.00</td>
<td>94.74</td>
<td>0.00</td>
<td>0.00</td>
<td>5.26</td>
<td>0.00</td>
</tr>
<tr>
<td>fe</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>87.50</td>
<td>12.50</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ha</td>
<td>0.00</td>
<td>0.00</td>
<td>8.70</td>
<td>91.30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>sa</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>su</td>
<td>3.57</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>96.43</td>
</tr>
</tbody>
</table>

Table 3: Confusion Matrix for Facial Expression Recognition Using Fuzzy Method

<table>
<thead>
<tr>
<th></th>
<th>an</th>
<th>co</th>
<th>di</th>
<th>fe</th>
<th>ha</th>
<th>sa</th>
<th>su</th>
</tr>
</thead>
<tbody>
<tr>
<td>an</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>co</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>di</td>
<td>0.00</td>
<td>0.00</td>
<td>94.74</td>
<td>0.00</td>
<td>0.00</td>
<td>5.26</td>
<td>0.00</td>
</tr>
<tr>
<td>fe</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>87.50</td>
<td>12.50</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ha</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>95.65</td>
<td>0.00</td>
<td>4.35</td>
</tr>
<tr>
<td>sa</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>su</td>
<td>3.57</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>96.43</td>
</tr>
</tbody>
</table>
Table 4: Confusion Matrix for Facial Expression Recognition reported in [18]

<table>
<thead>
<tr>
<th></th>
<th>an</th>
<th>co</th>
<th>di</th>
<th>fe</th>
<th>ha</th>
<th>sa</th>
<th>su</th>
</tr>
</thead>
<tbody>
<tr>
<td>an</td>
<td>75.00</td>
<td>5.00</td>
<td>7.50</td>
<td>5.00</td>
<td>0.00</td>
<td>5.00</td>
<td>2.50</td>
</tr>
<tr>
<td>co</td>
<td>3.10</td>
<td>84.40</td>
<td>3.10</td>
<td>0.00</td>
<td>6.30</td>
<td>3.10</td>
<td>0.00</td>
</tr>
<tr>
<td>di</td>
<td>5.30</td>
<td>0.00</td>
<td>94.70</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>fe</td>
<td>4.40</td>
<td>8.70</td>
<td>0.00</td>
<td>65.20</td>
<td>8.70</td>
<td>0.00</td>
<td>13.00</td>
</tr>
<tr>
<td>ha</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>sa</td>
<td>12.00</td>
<td>8.00</td>
<td>4.00</td>
<td>4.00</td>
<td>0.00</td>
<td>68.00</td>
<td>4.00</td>
</tr>
<tr>
<td>su</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.00</td>
<td>96.00</td>
</tr>
</tbody>
</table>

Table 5: Comparison of Different Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>an</th>
<th>co</th>
<th>di</th>
<th>fe</th>
<th>ha</th>
<th>sa</th>
<th>su</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPTS+CAPP</td>
<td>75.00</td>
<td>84.40</td>
<td>94.70</td>
<td>65.20</td>
<td>100.00</td>
<td>68.00</td>
<td>96.00</td>
<td>88.30</td>
</tr>
<tr>
<td>ASM+MSVM</td>
<td>93.33</td>
<td>100.00</td>
<td>90.00</td>
<td>87.50</td>
<td>95.65</td>
<td>100.00</td>
<td>96.43</td>
<td>94.50</td>
</tr>
<tr>
<td>Adaboost+Gabor</td>
<td>93.33</td>
<td>83.33</td>
<td>94.74</td>
<td>87.50</td>
<td>91.30</td>
<td>100.00</td>
<td>96.43</td>
<td>93.52</td>
</tr>
<tr>
<td>Max</td>
<td>93.33</td>
<td>33.33</td>
<td>80.00</td>
<td>87.50</td>
<td>53.33</td>
<td>80.00</td>
<td>92.86</td>
<td>77.48</td>
</tr>
<tr>
<td>Product</td>
<td>93.33</td>
<td>16.67</td>
<td>90.00</td>
<td>87.50</td>
<td>83.00</td>
<td>88.89</td>
<td>96.29</td>
<td>86.30</td>
</tr>
<tr>
<td>Sum</td>
<td>93.75</td>
<td>33.33</td>
<td>90.00</td>
<td>70.59</td>
<td>80.00</td>
<td>75.00</td>
<td>96.00</td>
<td>88.31</td>
</tr>
<tr>
<td>Fuzzy</td>
<td>100.00</td>
<td>100.00</td>
<td>94.74</td>
<td>87.50</td>
<td>100.00</td>
<td>100.00</td>
<td>96.43</td>
<td>97.20</td>
</tr>
</tbody>
</table>

6 Conclusion and Future work

In this paper, we have proposed a method for improving the performance of facial expression recognition by combining two methods which use only geometrical features or only texture features. The first one uses a modified SVM as the classifier and ASM feature points displacements embedded in a lower dimensional manifold space as features. The second one uses Adaboost to select the most important features from the result of Gabor filtering and uses SVM as the classifier. Then we combine the two methods using fuzzy integral. The experimental results show that our method achieves better performance in facial expression recognition, which is encouraging.
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